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Abstract—The paper presents a sketch-based image retrieval
algorithm. One of the main challenges in sketch-based image
retrieval (SBIR) is to measure the similarity between a sketch
and an image. To tackle this problem, we propose an SBIR-based
approach by salient contour reinforcement. In our approach, we
divide the image contour into two types. The first is the global
contour map. The second, called the salient contour map, is helpful
to find out the object in images similar to the query. In addition,
based on the two contour maps, we propose a new descriptor,
namely an angular radial orientation partitioning (AROP) feature.
It fully utilizes the edge pixels’ orientation information in contour
maps to identify the spatial relationships. Our AROP feature
based on the two candidate contour maps is both efficient and
effective to discover false matches of local features between sketches
and images, and can greatly improve the retrieval performance.
The application of the retrieval system based on this algorithm
is established. The experiments on the image dataset with 0.3
million images show the effectiveness of the proposed method and
comparisons with other algorithms are also given. Compared to
baseline performance, the proposed method achieves 10% higher
precision in top 5.

Index Terms—Contour matching, image retrieval, salient
contour, sketch based image retrieval (SBIR).

I. INTRODUCTION

EVELOPMENTS in internet and mobile devices have in-
D creased the demand for powerful and efficient image re-
trieval tools. How to find the images we need from large scale
datasets? In order to answer this question, content-based image
retrieval (CBIR) develops rapidly and works well. The existing
CBIR systems [2], [31], [32], [40] still mainly use keywords or
images as the query, which still can’t fulfill all user demands.
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It is often difficult to precisely describe the content of the de-
sired images using plain text. When the user does not have the
natural scene images and accurate textual descriptions to justify
his/her search intention, there are some difficulties in obtaining
relevant images. To avoid these problems, the sketch-based im-
age retrieval (SBIR) system is generated. This system is more
convenient for users, because the end user could simply draw a
sketch and then use the sketch as the input for effective image
retrieval. For this reason, SBIR technology has become an active
research area [3], [7], [9], [24].

SBIR methods often use a hand-drawn sketch composed of
rough black and white to retrieve the relevant images. Neuro-
science research shows that the human brain is good at recog-
nizing different objects based on the contour or shape [19]-[23].
In real life, we can draw a contour or a shape to represent the
relevant image. In addition, sometimes a sketch produced by a
user will look rough because of poor drawing skills or limited
time for drawing. So it is possible that the sketches are different
from natural scene images in some aspects. Considering this
factor, an effective SBIR systems must be able to deal with the
ambiguousness existed between the simple stroke and the nat-
ural scene images. This brings great challenges for solving the
problem. Actually, in addition to the SBIR technology, many
other edges related tasks, such as sketch classification [28]-
[30], sketch recognition [33]-[36], and real-time user guide for
freehand drawing [37]-[39] are also extensively studied.

Traditional draw-and-search systems [17], [18] require that
the input sketch contains color information and looks similar to
a natural scene image. Although the research of these systems
has achieved great progress, it is still not based on line draw-
ings. Supported input is actually relatively thick colored lines
block. In addition, this approach converts SBIR technology to
CBIR technology. The user has to draw the sketch carefully and
provide colors to make the sketch visually similar to the natu-
ral scene images. Then, CBIR fuses different features (such as
shape, color, and texture) together to perform a retrieval system.
However, this method brings a lot of burdens to the user by
requiring detailed drawings, and more importantly, it does not
solve the core problem of SBIR, i.e., matching a line-formed
sketch with images.

The critical problem in SBIR is to measure the relevance be-
tween an image and a query sketch. Intuitively, we can carry
out sketch based retrieval by measuring the contour similarity
for the input query sketch and image [4], [S], [24]. So the core
problem of SBIR is converted to contour (or shape) matching.
However, there is a huge gap between computer’s shape recog-
nition and the human brain’s shape matching. Shape plays an
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important role in computer vision and image processing, and
it has been widely used as a basic representation for object
detection and recognition in images [41], [56]-[58]. To de-
scribe the shape information of the sketch, many descriptors
are proposed. A shape descriptor, called shape contexts [11],
consisting of a radial histogram of the relative coordinates has
been applied to shape matching. To bridge the representational
gap, many methods generate some intermediate descriptors, e.g.,
edge histogram [5], [25], [54], or directly extract representative
contours, e.g., Canny edge [26], from natural scene images in
the database. Other research efforts have been spent on the de-
scriptor extraction [4]-[7].

When extracting the descriptor, some works focus on global
descriptors, and other focus on local descriptors. Global features
[1]-[3], [53] can be better used in image analysis, matching, and
classification. However, global features are unreliable to deal
with local affine variations. To overcome such drawback, many
local descriptors are proposed [4], [5].

In a sketch-based image retrieval system, users care more
about search precision than recall. The main directions in sketch
retrieval are sketch querying [42]-[45] and fusion sketch and tag
[27], [46], [47] querying. To find more relevant images in SBIR
system, we need to overcome the following two challenges:
representing and matching. Contour based retrieval is important
because contour provides information about image structure and
texture. In addition, orientation has been exploited widely in the
computer vision community [24], [39], [48]-[52]. Orientation
shows outperforming results in tasks such as object recognition
and object categorization. In general, all these stages, including
image segmentation, contour extraction, and image saliency, are
difficult and extensively researched. Here, we do not claim to
solve these challenging problems in general.

In this paper, we propose a SBIR based approach using the ex-
tracted salient contour feature, which makes full use of contour
and orientation to improve the accuracy. To solve the represen-
tation gap, we use Berkeley detector [12] to extract the images
contour maps and propose two contour maps (the global contour
map and the salient contour map). The global contour map is
defined to find the relevant image with a simple background.
The salient contour map is defined to tackle the problem that
an object is similar to the query. In order to solve the matching
problem, we propose a novel angular radial orientation partition-
ing (AROP) feature. It is an enhanced angular radial partitioning
(ARP) feature [3]. With the reinforcement of the salient contour,
this feature uses contour and orientation to constrain the spatial
information.

The main contributions of this paper are summarized as
follows.

1) We propose a global contour map (GCM) to describe the
background contour. The GCM has impact to the main
object contour by adjusting its weight. Compared to the
contour map, the proposed GCM is more reliable and bet-
ter suited to SBIR. It demonstrates superior performance
and is helpful for reducing the impact of complex back-
ground. Our experiments demonstrate that the proposed
GCM plays a key role in significantly improving retrieval
performance.
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2) We propose a salient contour map (SCM) to increase
the impact of the main object contour, corresponding
to the object contour of all extracted edges. Our exper-
iment demonstrates that SCM is helpful to filter out false
matches and alleviate the impact of noisy edges.

3) Based on our candidate contour maps, we propose a new
global descriptor, AROP feature, to describe the spatial
information of contours within each block. Compared to
image patch-based descriptor, our AROP feature contains
more information, which makes the retrieval result more
accurate and reliable.

Compared with our preliminary work [55], several enhance-
ments have been made in this paper. We summarize them as
the follows: 1) we enhance global and salient feature for fea-
ture extraction by reinforcing the saliency map to improve their
robustness in SBIR; 2) we propose an effective approach to
rank the feature, based on which we can reduce the computation
time; and 3) more extensive experiments and comparisons are
conducted.

The remainder of this paper is organized as follows. Works
related to sketch-based retrieval are reviewed in Section II. We
describe the proposed approach in Section III, our experiments
are presented in Section IV, and the discussion is given in
Section V. Finally, we present our conclusions in Section VI.

II. RELATED WORK

There have been a lot of studies in sketch-based image re-
trieval system recently. In the following, we briefly describe
some approaches which are widely used in SBIR systems.

The query by visual example (QVE) is one of the earliest
approaches in SBIR [6]. In this approach, they resize the query
and the database images to 64 * 64 pixels and then they use
the proposed gradient operator to extract edges. The correlation
is calculated by shifting these blocks. The edge histogram de-
scriptor [2] and the histogram of oriented gradients (HoG) [1]
are also used to establish the SBIR system [14]. They are both
global features extracted from the edges of images. Eitz et al.
[4], [5] use local descriptors to achieve state-of-the-art retrieval
precision. And QVE [6] is a typical method by using blocks and
local features. Cao et al. propose a local feature method, edgel
index method [7], for sketch-based image search by converting
a shape image to a document-like representation.

In our previous work [24], we propose a SBIR approach with
re-ranking and relevance feedback schemes. We make full use
of the semantics in query sketches and the top ranked images
of the initial results to improve retrieval performance. We fur-
ther apply relevance feedback to find more relevant images for
the input query sketch. The integration of the re-ranking and
relevance feedback results in mutual benefits and improves the
performance of SBIR.

Chen et al. [46] present a system that composes a realistic
picture from a simple freehand sketch annotated with text la-
bels. First, they use the text label to search the relevance item
and background. And then, they choose candidate images for
each scene item and background. During filtering, each image
is segmented to find the scenic elements corresponding to the
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sketch. Finally, they optimize the combination of filtered images
into a picture by two steps. First, they optimize the blending
boundary and assign each pixel within the boundary a set, indi-
cating whether the texture and color of that pixel are consistent
or not. Second, they compute the blending result by combining
improved position blending and alpha blending.

The edgel index approach is a shape-based indexing method
[7]. It solves the shape-to-image matching problem using pixel-
level matching. Its Mind Finder system [7], [27] is a real-time
image retrieval system. Oriented chamfer matching is used to
compute the distance between contours to conveniently build
the index structure [8]. Cao ef al. use a binary similarity map
(a hit map) instead of the distance map [7]. For each input
sketch, a set of hit maps is created, which correspond to the
number of orientations. They also design a simple hit function.
Specifically, if a point falls in the valid region on a hit map in
the same channel, it is considered as one hit. The sum of all the
hits is the similarity between a database image D (represents
the contours of an image) and the query sketch Q. Then, they
build an edgel index structure for fast retrieval, which records
the value of position and channel of the hit map. And last they
use two-way matching. The one-way D — @ often leads to
trivial results. Unsatisfactory results could be filtered out by
combining the opposite direction matching () — D. Then, they
multiply these two similarity scores to obtain a final score that
reduces the influence of trivial results.

The ARP method based SBIR approach is first proposed in
[3]. It refines the angular partitioning feature [13] using radial
partitioning. In ARP, the edge is firstly extracted by the Canny
operator and Gaussian mask, and then, the edge is thinned to
obtain the abstract image. The ARP feature is obtained by par-
titioning the image into M x N sectors, which uses the image
center as the center of circles. V is the number of radius parti-
tions and M is the number of angular partitions. The range of
each angle is § = 27 /M and the radius of successive concentric
circles is @ = R/N, where R is the radius of the surrounding
circle of the image [3]. The contour is divided to M = 8 an-
gulars and N = 4 radials. Based on the obtained contour map
of the original image, the corresponding edge pixel number in
each sector is utilized to represent each sector. Then, for the
total M x N sectors, the final ARP feature is with dimension
M x N.

Contour Map Extraction

AROP Feature

Framework of our system.

Recent work [9] also utilizes two candidate maps based on
the main region and the region of interest. However, there are
significant differences between their method and our method.
1) The motivation is different. The proposed method focuses on
alleviating the impact of background and makes full use of the
salient contour, while their method focuses on localizing a re-
gion to improve performance under affine transformation. 2) The
descriptor design is different. The proposed descriptor (AROP
feature) captures the orientation and spatially relationships be-
tween local contour and all its neighbouring contours in every
sector [9], while their descriptor only captures the relationship
between two overlapping neighbouring. 3) The matching strat-
egy is different. In the proposed work, matching is used to find
the similar images in global and parts. However the work in [9]
formulates matching using the first components of the feature
as an index structure, with the result that key information might
be overlooked.

Cheng et al. [10] propose a salient object detection algorithm
which can be utilized to improve sketch retrieval performance.
First, they propose a histogram-based contrast method to define
salient value for each pixel using color statistics of the input
image. Pixels with the same color have the same saliency. And
then, they simultaneously evaluate global contrast differences
and spatial weighted coherence score to obtain regional con-
trast (RC). They also introduce SaliencyCut based on automatic
salient region extraction, which uses the computed saliency map
to assist in automatic salient region extraction. The regional
contrast is used in SBIR system. They rank the image by shape
contexts [11] distances between their salient region outlines and
user input sketch based on their SaliencyCut algorithm. As a
result, their retrieval method is more effective.

III. THE PROPOSED APPROACH

The framework of the proposed SBIR system is shown in
Fig. 1, which consists of the offline part and the online part. In
the offline part, for the dataset images, we sequentially execute
three steps: 1) we first carry out preprocessing for dataset images
to extract image salient regions and contour maps by RC [10]
and Berkeley detector [12] respectively; 2) we use salient con-
tour reinforcement method to extract candidate contour maps
containing the global contour map and the salient contour map;
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(a) (b) (c) (d)

Fig. 2. Example of global contour maps. The first row is the natural images.
The second row is the salient regions of the images. The third row is contour
maps. The fourth row is GCM (z, y).

3) we extract AROP features based on the candidate maps named
global features and salient features.

In the online part, for a given input query sketch, we extract
the global contour map and the salient contour map based on
the contour map. Then, similar to the offline, we extract AROP
feature based on the two candidate maps.

After we extract these two types of features, we measure the
similarity between the query sketch features and the dataset
image features. Finally, we sort the similarity score to get the
result. In the following sub-sections, we firstly introduce the
offline system and then the online system step by step.

A. Salient Region and Contour Map Extraction

In our offline system, we use RC [10] method to extract the
saliency map for each dataset image, and we use the Berkeley
detector to extract contour map [12].

1) Salient Region Extraction: We apply region-based con-
trast (RC) method in [10] to get the RC saliency map. Cheng
et al., initialize a segmentation obtained by binarizing the RC
saliency map using a fixed threshold 7;. And then, the largest
connected region is considered as the initial candidate region of
the most dominant salient object. The other regions are labeled
as background. In this paper, we utilize the suggested parame-
ter T; = 70 according to [10] to get the RC saliency map. The
saliency map for an image is defined as follows:

1, if T, > 70

0, otherwise

SR (x,y) = { (D

where SR(x,y) = 1 denotes the pixel (x,y) belonging to the

salient region, otherwise belonging to the background region.
For the input natural scene images as showed in the first row

of Fig. 2, the corresponding salient regions are shown in the
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second row. From Fig. 2, we can know that the RC method can
extract the main object or scene well.

2) Contour Map Extraction: Common edge detection
algorithm cannot meet the requirements for better generating
contours that vividly reflect objects’ shapes and suppress the in-
fluence by textures and noise in images. Therefore, researchers
often adopt the Berkeley detector [12] to extract object con-
tours. In the proposed method, we use Berkeley detector to
extract contour map and edge’s gradient.

For an image, we apply the Berkeley detector to each im-
age (resize to 200 x 200) as that utilized in our previous work
[24]. Thus we will get the true posterior probability (defined
as p(x,y)) and orientation at every potential edge. We define
By (z,y) as the raw contour map under the cut-off threshold #

1, x,y) > th
By (z,y) = { p(z,) 1 2

0, otherwise.

We define By (z,y) as the raw orientation map and B, (z, y)
as the quantized orientation map

jo i Bu (2.y) = Land B, (ay) € | U515, &

B, (z,y) {

0, otherwise

3)
where j is the orientation channel and O is the number of
orientations. B, (x, y) is obtained by quantitating B, (x, y) into
O orientation channels.

From the true posterior probability p(z,y), we can know
that when th < 0.5, there will be more edges in the contour
map. However, the increased edges mostly are contributed by a
complex background. When th > 0.5, there will be less contour
information, which may not represent the object contours. In [7],
[12], the authors choose By 5(x,y) as the image contour map.
Similarly, we set CM (z,y) = By.5(x,y) and mark CM(z, y)
as the contour map. From the CM (z,y) = By 5(z,y),. the
contour map can present the image contour accurately as shown
in the third row in Fig. 2.

B. Global Contour Map and Salient Contour Map Extraction

We divide the contour of an image into two types: the salient
contour map and the global contour map. The global contour
map aims at alleviating the impact of background. Salient con-
tour map aims at finding the similar object between the sketch
and the corresponding image.

1) Global Contour Map Extraction: When users use the
SBIR system, they mostly concentrate on finding the object
in the sketch. In order to meet user requirements, the retrieval
result of SBIR system should be the images that contain the
same object or scene. In addition, they should be as simple as
possible. For these purposes, we extract global contour map by
reinforcing salient contour map.

In order to distinguish the complex background images, we
should separate the complicated background from a contour
map by decreasing the background’s threshold #h. In order to
represent the contour of the main object (or scene) accurately, we
extract the global contour map by salient contour reinforcement.
We choose th < 0.5 to obtain the background contour map. In
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this paper, we set th = 0.3, and we will discuss it in Section V.
The global contour map is defined as follows:

GCM (z,y) = CM(x,y) X SR (z,y) + Bo.s (x,y)

x (1= SR(z,y)) ©)

where CM(z, y) is the contour map, By 3(x,y) is the contour
map under th by (2), and SR(z, y) is the saliency map by (1).

The global contour maps are shown in the fourth row of Fig.
2. From Fig. 2(c), we can know that the contour map CM(z, y
represents the contour of the object. From Fig. 2 (d), we can
find that the background contour map contains more detailed
edges when the background is complex. From Fig. 2(c) and (d),
we can know that the edges in background contour map will not
increase when the background is simple. When the background
is complex, the global contour map contains more edge pixels
in the background region. In a word, the global contour map can
be used to find out the images that contain the same object and
scene.

2) Salient Contour Map Extraction: In fact, when we see
an image, we usually look through the whole image for a short
while, and then, focus our eyes on the salient part. In most
cases, we are more concerned about whether the input sketch
can be found in the image. In order to find out the images
that contain the same object or scene, we propose to utilize the
salient contour map (SCM) to refine the result. The reason is
that the SCM mainly contains the contour of objects or scene.
But we don’t directly use the SaliencyCut algorithm (RCC) and
RC method in [10]. In RC method, there will be more salient
regions in an image, while only part of them belongs to object.
In RCC algorithm, the refined region will not contain all part
of the object. We obtain the salient contour map through the
following steps.

First, we have obtained the RC saliency map from Eq.(1) in
each image and we use bounding-box to obtain the minimum
rectangle of each RC saliency map as shown in the second row
of Fig. 3.

Second, we refine the saliency map and get the candidate
rectangle. We filter some small rectangles as shown in the second
row of Fig. 3(b) and (d), and get the refined saliency map (RSM).
If there is just one connected region, we make the connected
region as the candidate rectangle as shown in the third row of
Fig. 3(a) and (d). If the number of connected region is more than
two, we merge them and obtain their bounding box and view it
as the candidate rectangle as shown in the third row of Fig. 3(b)
and (c¢).

Third, in image candidate rectangle, we extract the salient
contour map SCM(z, y) from the contour map CM(z, y). The
salient contour map is defined as follows:

~—

SCM (z,y) = SR (z,y) x CM (z,y) Q)

where CM(x, y) is the contour map and SR(z, y) is the refined
saliency map.

In the first row of Fig. 3, the yellow rectangles are the can-
didate rectangles by refining the saliency map. We can know
that the refined saliency map can represent the object or scene
in an image. From Fig. 3(c), we observe that the contour map
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Fig. 3. Example of saliency maps. The first row is the image. The second row
is the minimum rectangle (marked in red) of each saliency map. The third row
is saliency contour map CSM(x, y), corresponding to the yellow border in the
first row.

contains the main object in the image even when the number
of objects is two. From the third row in Fig. 3, we can know
the salient contour map contains the object or scene. In a word,
the salient contour map can be utilized to find similar objects in
sketch based image retrieval.

C. AROP Feature Extraction

AROP feature is an enhanced ARP feature [3]. ARP [3] is a
coarse representation for the contour image. It just statistics the
number of edge pixels in each sector, and they do not consider
the edge pixel gradient orientation, which has been proved to be
effective for matching [1], [51]. Thus, in the proposed method,
we make full use of the gradient orientation.

In angular radial orientation partition, there are two methods
for radius partition. So, we first introduce the method of radius
partition and then we introduce the AROP feature extraction.

1) Radius Partition: In [3], there are generally two types
of radial partitioning: uniform and non-uniform. Non-uniform
method usually adopts the square root (in short sqrt) solu-
tion. For the kth radial partition, its radius is defined as
pr = VER/VN, k=1,2,...,N, while k is the number of
the slice from the inside out, R is the biggest radius, and N is
the number of radius partition. Uniform method divides the
radial partitions by equal radius. The uniform is defined as
pr = kR/N. In our method, we use the uniform partition and
the reason will be discussed in the Section V.

2) AROP Feature: Similar to the ARP method, we divide
the candidate contour maps into M x N sectors, where M is
the number of angle partition and N is the number of radius
partition. And then we count the number of edge pixel under
different orientation maps B, (z, y) as shown in Fig. 4(b). That is
to say, we represent each sector by an O dimensional orientation
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vector, as shown in Fig. 4(c). Finally, we cascade the feature of
the total O orientation channels to represent the image as shown
in Fig. 4(d). By this means, the total dimension of AROP feature
is M x N xO.

For each dataset image, we will extract the AROP features
for the two types of contour maps: global contour map and the
salient contour map. The AROP features are named as global
AROP feature and salient AROP feature, respectively.

The global AROP feature is comparatively sparse and its con-
tribution in feature matching is low. When we make statistics
of the global AROP feature, the background region’s AROP
feature value will be much bigger, which can make the im-
age more distinctive. The salient AROP feature can be used to
find the images that contain the similar object with the input
sketch.

For a dataset image, we define the global AROP feature as
fr,t=1,2,...,T, where T is the number of dataset images.
Similarly, we define the salient AROP feature as ff

Compared to the M x N dimensional ARP feature, the
AROP feature contains much more local spatial information.
This local spatial information can narrow the scope of the match
and enhance the accuracy rate.

D. Feature Matching With Salient Contour Reinforcement

Now, we introduce the online part. For a query sketch, we
first extract global and salient features as described in offline
part. Then, we compute the similarity for the query sketch and
the dataset image features according to their AROP features.

1) Feature Extraction for Query Sketch: As the fact that the
query sketch only composes of clear lines on a clean back-
ground, we set the contour map CM(z, y) as the global contour
map GCMg(z,y), i.e., GCM,(z,y) = CM(z,y). We choose
the main object region which is the smallest rectangle that con-
tains the largest pixel value. We obtain the salient contour map
SC M, (z,y) for the sketch by detecting its bounding box of the
query sketch.

We get the corresponding AROP features for the global con-
tour fq1 and the salient contour fq2 for the query sketch g.

2) Similarity Measurement: In our offline and online sys-
tems, we represent each image by AROP feature. So, we can use
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AROP feature extraction. (a) is the contour map, (b) is the angle, radius and orientation partition (red line is the gradient orientation, which is quantized
to 8 directions), (c) is the histogram of every sector, and (d) is the AROP feature.

Euclidean distance to measure their similarities. For the query
sketch, let us denote the global contour similarity of query sketch
and a dataset image t as S, (t) and salient contour similarity as
Ss(t)

Sy (t) = Hft1 - 1”2

6
{SS 0) =177 - 1z ©
where || - ||2 denotes the Euclidean distance of two vectors.

The similarity between the query sketch and the dataset im-
ages can be determined by summing the weighted scores of
S,y (t) and S, (t) as follows:

S(t)=wx S, (t) + (1 —w) x S, (t) @

where w is the weight, we[0,1] and t = 1,2,...,T. In our ex-
periments, we set w = 0.8.

Computing the S, (t) and S, (¢) between the query sketch and
all the T dataset images is time-consuming. So, in this paper, a
fast salient contour reinforcement approach is utilized, which is
expressed as follows.

1) We calculate the S, (t) and rank them in descending or-
der and select the top L images, where L < T'. In our
experiment, we set L = 5000.

2) We calculate the S (t) score for the top ranked L images,
and then, we obtain the final ranked images.

IV. EXPERIMENTS

In order to show the effectiveness of the proposed approach,
we compare our algorithm AROP with the method Edgel [7], the
method ARP [3], the SHoG method in [4], and the method in [9]
on our crawled dataset. We also use the SBIR system in [10] as
a comparison. They use shape contexts method [11] to compute
the similarity of two outlines of the object (named RC-SC). All
experiments were carried out in the same environment.

A. Datasets

1) SBIR_I00K Dataset: This dataset was used in [4] (de-
noted as dataset_100k) and contains 101 240 images. There are
1 240 benchmarked images for 31 query sketches, and 100 000
noise images.



1610

Fig.5. Some examples of the input sketches.

2) Our Dataset: The experimental dataset consists of
293 215 images, and the storage cost is 119 GB. Our dataset
consists of two parts. One is called Sketch-describable Dataset
with 65 366 images collected from Google using keywords.

There are a total of 81 topics and each topic approximately
consists of 1000 images. Another part is GOLD [2], [24], [40],
[55] set, which is mainly about landmarks and landscapes.

We select 162 sketches which cover most of 81 topics in
the Sketch-describable Dataset as queries to sketch retrieval
systems. Some of them are shown in Fig. 5.

B. Performance Evaluation

We use the precision under depth n (denoted as Precion@n)
to measure the objective performance, defined as follows:

n
m=1 i=

Z n
. 1 1 )
Precion@n = 7 Z — ,El R, (1) (8)

where R, (i) is the relevance of the ith result for query m,
i€[l,2,...,n],and m € [1,2,..., Z]. If it is relevant to the
query sketch, then R, (i) = 1, otherwise, R, (i) = 0.

C. Objective Comparisons

MSF [9], HoG [1], SHoG [4], and ARP [3] methods are all
proposed by calculating the histogram in each image contour
partition. The RC-SC method [10] is the method using shape
contexts [11] directly based on salient region. The Edgel method
[7] compares edge pixel similarity and performs better in big
dataset. Considering this, we select these methods as compar-
ison methods. Correspondingly, Precision@n curves of other
methods and the proposed method with the depth varying in
the range [1], [50] are shown in Fig. 6(a) (our dataset) and
Fig. 6(b) (SBIR_100K dataset). The curves are drawn by the
average results of the query sketches on our database. For fair
comparison, the parameters M and N are set to 8 and 4, respec-
tively, for both ARP and AROP, and the partition of radius is
uniform. The orientation channels in the proposed method and
edgel method are both set to 8.

In our objective comparison, we find that the proposed algo-
rithm is 10% more accurate than the other methods for the range
from top-5 to top-40 results. For n = 1, our method is 5% more
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Fig. 6. Precision comparison. Edgel is the method in [7], ARP is the method

in [3], RC-SC is the method in [10], MSF is multi-scale feature in [9], SHoG is
the method in [4], and HoG is the method in [1]. (a). Precision comparison with
other methods using our dataset. (b). Precision comparison with other methods
using SBIR_100k dataset.

TABLE I
COMPARISON TO TIME COST TO PROCESS A QUERY
ON AVERAGE IN DIFFERENT ALGORITHMS

Method Edgel ARP  RC-SC MSF  HoG  SHoG  Ours

Times (s)  9.08 0.64  5x%10* 448 721 2.97 1.42

accurate than the edgel method and 10% more accurate than the
other methods. Because we propose the AROP feature based on
the global and local contour maps, our method makes the rele-
vant image more similar and irrelevant image more different.
The average computational costs of the three methods are
shown in Table I. The HoG and RC+SC based approaches
are time consuming. These experiments were implemented us-
ing MATLAB on Linux, and the code was only optimized in
MATLAB. But the relative computational costs are obviously
different. Edgel method costs 9.077s and the MSF method costs
4.478s. The costs are all more than the proposed method. The
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ARP method costs 0.635s, which is less than ours. The reason
is that the AROP features dimensionality is O times than ARP
features dimensionality.

V. DISCUSSIONS

We now discuss the impacts of the parameters on the perfor-
mance of our sketch-based retrieval system. In AROP feature
extraction, the parameter M is the number of angle partition, N
is the number of radius partition and O is the orientation channel.
We discuss how each AROP feature affects the overall result.
The parameter th is used to get the main contour threshold. The
weight w, which computes the similarity score in matching.

A. Parameter M, N, and O in Feature Extraction

There are three parameters in AROP features. They are the
number of angular partition M, the number of radial partition
N, and the number of orientation partition O. The precision
curves by varying the parameters are given in Fig. 7. Only the
performance of AROP is given here for comparison.

For the number of angular partition M, when it is set too
small, there will be less discriminative between different fea-
tures. When it is set too big, the dimension of AROP feature
is too larger to waste time. When fixing the parameters of N
and O, we show the performance of our approach by selecting
M in the range of [1], [12]. Other parameters are set to N = 4,
O = 8. The precision curves are shown in Fig. 7 (a). M = 12
outperforms M = 8 in the end. The reason that the performance
is better with increasing of M is summarized as follows: When
M is small, it is too coarse to represent images’ distinctiveness.
Similarly, when M is large, the AROP feature will become more
meticulous. In addition, it will bring many null partitions, which
will increase the difficulty of judging the similarity between dif-
ferent images.

For the number of radial partition N, we provide the perfor-
mances of N = [1, 8] shown in Fig. 7(b), where we set M = 8,
and O = 8. From the figure, we find that when N is increased,
the performance is increased, but when N is larger, the perfor-
mance is reduced. We also find that the performance is the best
when N is approximately equal to 4. When N is smaller, there
is less detailed information to describe the image. When N is
larger, then the image is departed into many small sectors, which
will increase the effect of the noise contour.

For the number of orientation partition O, O = [1,12] is dis-
cussed. Other parameters are set as M = 8, N = 4. The preci-
sion curves are shown in Fig. 7(c). When O = 1 the proposed
method is identical to the ARP based approach. We can find
that, O = 4 and O = 10 both have worse precision. But O = 8
performs better. The reason is summarized as follows: when O is
set too small, every channel of orientation has many edge pixels
and this will bring about worse discrimination. When O is set
too large, every channel of orientation has little edge pixel, and
the dimension of AROP feature is large. All of these will bring
about too much error to make the precision lower. So we set O
to 8 by considering the computational complexity and storage
cost.
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Fig. 7. Precision curves under different M, N, and O. (a) Precision curves
when M varies, (b) precision curves when N varies, and (c) precision curves
when O varies.

B. Two Types of Radius Partitioning

Fig. 8 shows the precision curves of the two means of radial
partitioning types. From Fig. 8, for either the ARP method or
the proposed method, the type of uniform partition performs
well. In the uniform partition, the radius of any successive
concentric circles is the same. This will make the comparison
more effective. In Fig. 8, ARP-uniform means the ARP method
using uniform radius partitioning. ARP-sqrt means the ARP
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Fig. 9. Precision@n curves for two types features.

method using non-uniform radius partitioning. Similarly,
AROP-uniform and AROP-sqrt represent the two types based
on the proposed method. From Fig. 8, we can find that the uni-
form radial partitioning type is 3% more accurate than square
root (in short sqrt) type for the top 50 results based on AROP
method. For ARP method, we can find that the uniform radial
partitioning type is 5% more accurate than sqrt type for the top
1 result. The accuracy of the two types is same.

C. Impact of Two Types of AROP Features

In the proposed method, we propose two contour maps: global
contour map and salient contour map. Fig. 9 shows how exactly
each part affects the overall result. In Fig. 9, final-AROP curve
means the result of AROP features based on two contour maps.
SCM-AROP curve means the result of AROP feature based on
salient contour map. GCM-AROP curve means the result of
AROP feature based on global contour map. The curves of ARP
are similar to AROP method. From Fig. 9, we can find that the
feature based on global contour map performs better than the
feature based on salient contour map. However, the proposed
method performs the best.
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D. Parameter th in Contour Map Extraction

In the global contour map GCM(z,y) extraction, we use
By 5(x,y) as the contour in salient region and By 3(x,y) as the
contour in surrounding salient region. In this section, we will
discuss the parameter th in extracting contour of surrounding
salient region. Fig. 10 shows the precision@n for various th.
From Fig. 10, we can find that performance is the best when
th = 0.3 or th = 0.4. th = 0.5 is the meaning that the global
contour map is the contour map By 5(x, y), i.e., GCM (z,y) =
By 5(x,y). The precision when th = 0.2 is a rapid decline. The
reason is that the global contour map contains more detailed
edges, which will make the value of AROP feature larger, i.e.,
background similarity score has a dominant role. From Fig. 10,
we can know that the contour map can filter some irrelevant
images. When th > 0.5, the performance will be worse with
the increase of th . The reason is that, when th becomes large,
the edge pixel of contour will be less, which can’t represent the
background accurately. From Fig. 10, we find that the th = 0.3
is 2% more accurate than th at the range [0.5, 0.9] for the top 50
results. th = 0.3 is 30% more accurate than th = 0.1 for the top
50 results.

E. Parameter w in Similarity Calculation

We now discuss the impacts of the parameters on the per-
formance of our sketch-based retrieval system. In the proposed
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Fig. 12.
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(a) and (b) are the sketch retrieval result. The first row contains the top-ranked result using proposed method in [7], the second row contains the results

using ARP method [3], the third row contains the results using RC-SC method [10], the fourth row contains the results using MSF method [9], the fifth row contains
the results using HoG method [1], the sixth row contains the results using SHoG method [4], and the last row contains the results using the proposed method.

method, the parameter w in (7) is used to compute the score of
similarity. We set w = 0.8 in our baseline experiments. This pa-
rameter determines the contributions of the global contour map
and the saliency map. Accordingly, w should range between 0
and 1. w = 0 denotes the AROP feature is extracted from the
salient contour. w = 1 denotes the AROP feature is based on
global contour. From Fig. 11, we can know that our method per-
forms approximately 5% better than using salient contour map
or global contour map.

As shown in Fig. 11, the method performed best when w
is approximately 0.7. From Fig. 11, we find that the global
contour map and the salient contour are more important to the
final performance for the following reasons.

1) The global contour map contains more edge information
and presents the content of the image clearly. Besides it
makes the image with complex background have more
edge value. So, we can use the global contour map to
filter the image with complex background.

2) The saliency map contains the main image object. This in-
formation can make the image with common object more
similar.

F. Subjective Comparisons

We compare the proposed methods to the MSF [9], edgel
[7], ARP [3], and RC-SC [10], etc., using two input sketches.
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Fig. 12(a) and (b) shows the retrieval results of the other
methods and our method (the last row). As shown in Fig. 12
(a), our top 10 results are all correct and the other methods re-
turn several irrelevant images. In Fig. 12(b), the edgel method
and the MSF method in [9] return more irrelevant images,
but our top five results are all correct. As can be seen from
Fig. 12, the proposed method performs best than other com-
parison methods. In addition, the proposed method has location
diversity. Fig. 12 shows that our results also contain some in-
correct images, but they are all similar to the queries in shape,
and the results are better than those of the other methods.

VI. CONCLUSION

To address the SBIR, we first proposed two contour maps:
global contour map and saliency map. The global contour map
is used to filter the complex background and the saliency map
is used to find the image of a common object. Then, we intro-
duced an AROP feature that has higher performance between
the sketch and profile based on two types of contours. In or-
der to reduce searching time, firstly, we filtered the complicated
images using contour segment. Secondly, we chose top 5000 in
the result based on global contour map feature similarity score.
Then, we computed the saliency map feature’s similarity. In the
experiments, the weight of AROP features has been discussed
in detail. On our image dataset, AROP feature has certain ad-
vantages over the other methods in retrieval precision. Various
experiments proved that sketch retrieval algorithm outperforms
the other methods.
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