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Abstract—To improve the performance of sketch-based image 

retrieval (SBIR) methods, most existing SBIR methods develop 

brand new SBIR methods. In fact, a re-ranking approach, which 

can refine the retrieval results of SBIR methods, is also beneficial. 

Inspired by this, in this paper, an SBIR re-ranking approach 

based on multi-clustering is proposed. In order to make the 

re-ranking approach invisible to users and adaptive to different 

types of image datasets, we made it an unsupervised method using 

blind feedback. Distinguished from the existing methods, this 

re-ranking approach uses the semantic information of three types 

of images: edge maps, object images (images with black 

background and natural images’ foreground objects) and natural 

images themselves. With the initial retrieval results of an SBIR 

method, our approach first does the clustering operation for three 

types of images. Then, we utilize the clustering results to generate 

a cluster score for each initial retrieval result. Finally, the cluster 

score is used to calculate the final retrieval scores for the initial 

retrieval results. The experiments on different SBIR datasets are 

conducted. Experimental results demonstrate that, by 

implementing our re-ranking approach, the retrieval accuracy of 

a variety of SBIR methods is increased. Furthermore, the 

comparisons between our re-ranking method and the existing 

re-ranking methods are given. 

 
Index Terms—Sketch-based Image Retrieval, Re-ranking, 

multi-clustering 

I. INTRODUCTION 

n order to search the desired images for internet users, 

text-based image retrieval (TBIR) [1]-[3], [55] [56]-[58] has 

been widely applied, and content-based image/video retrieval 

[4]-[9], [54], [59] also emerge. Apart from these two techniques, 

sketch-based image retrieval (SBIR) has received wide 

attention. SBIR systems merely need a user to draw a query 
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sketch with simple lines and shapes on the white background. 

Then, the natural images that are relevant to the query sketch 

are returned to the user. Sometimes, people desire to search 

images of a particular object, while he does not know exactly 

the name of it and does not have an exemplar image at hand. At 

this very time, SBIR becomes helpful. 

The majority of existing SBIR methods focus on developing 

novel SBIR systems [6], [12], [13]. Nevertheless, to devise an 

effective SBIR re-ranking algorithm, which is able to rearrange 

the initial retrieval results of SBIR systems, is also a good 

choice to improve the performance of SBIR systems [10], [11]. 

By adding a few steps added at the back of SBIR systems, an 

SBIR re-ranking algorithm can often boost the retrieval 

accuracy. 

There are several challenges during developing SBIR 

re-ranking algorithms. First, since the internet users tend not to 

be disturbed by giving feedback to the SBIR system, the 

re-ranking algorithms that are invisible to users are welcomed. 

Second, the re-ranking algorithms should be able to deal with 

various SBIR systems. Third, the devised approach needs to be 

effective no matter what the dataset is. 

In this paper, in order to face these three challenges, using the 

principle of blind feedback, we develop an unsupervised SBIR 

re-ranking method based on multi-clustering. First, the 

proposed re-ranking method is a re-ranking method using blind 

feedback, which can fulfill the re-ranking task without noticing 

users to give feedback. Then, our re-ranking approach can 

re-rank the initial results of different types of SBIR systems. 

Finally, experiments show that our re-ranking is effective for 

various initial SBIR systems on different datasets. 

The framework of our proposed SBIR re-ranking method is 

shown in Figure 1. Given the initial retrieval results of an SBIR 

system as the inputs, the proposed method outputs the 

re-ranked retrieval results automatically. The steps for 

implementing our method are as the following. 

1) Initial SBIR: With a query sketch and an Imageset of 

natural images, an initial SBIR system is used to get the 

initial retrieval results. By the way, the query sketch is 

merely used in the initial SBIR and does not participate 

in the following re-ranking process. 

2) Image Expansion: Generate the edge maps as well as 

object images (the image with a natural image’s 

foreground object and black background) of initial 

retrieval results, which makes each initial retrieval 

result has an edge map, an object image and a natural 

image. 
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Fig.1 The framework of the proposed SBIR re-ranking method. Query refers to a query sketch, and Imageset contains all the natural images that were needed 

in the initial SBIR. The query sketch and Imageset are put into an SBIR system to do the initial SBIR and generate the initial retrieval results. Image Expansion 
transfers the initial retrieval results (natural images) into 3 types of images: edge maps, object images and natural images. Multi-clustering does clustering for 

each of these three types, where one rectangle corresponds to one cluster. Finally, the clustering results experience the clustering-based re-ranking, thus getting 

the final re-ranking results. 

3) Multi-clustering: Extract the features of edge maps, 

object images and natural images, respectively. Then, t- 

hree clustering operations are implemented, one for 

each type of features. 

4) Clustering-based Re-ranking: The clustering results are 

then used for re-ranking initial retrieval results. The 

re-ranked results are the final retrieval results. 

There are three main contributions in this paper. 

1) We propose an effective unsupervised re-ranking 

system that is capable of improve the retrieval accuracy 

of SBIR systems. Our proposed method generates 

re-ranking results from some top initial retrieval results, 

and it does not involve the steps of initial SBIR systems 

and the information of the datasets. So, it can adjust to 

different initial SBIR systems and retrieval datasets. 

2) The proposed re-ranking method leverages the 

semantic information of edge maps, object images and 

original natural images. Since the edge maps and object 

images are two effective forms of representing images, 

the semantic information of these two types of images 

benefits the re-ranking performance. 

3) The proposed re-ranking method is entirely 

unsupervised, where no training operations are needed 

during clustering. Besides, our re-ranking method is 

based on blind feedback. So, users and developers do 

not need to do human-computer interaction during 

re-ranking, which benefits the user experience.  

The remainder of this paper is organized as follows. This 

paper’s related works are reviewed in Section II. In Section III, 

the detailed process of our proposed SBIR re-ranking method is 

described. We display and analyze the experimental results in 

Section IV. Discussions are presented in Section V. Finally, a 

short conclusion is given in Section VI. 

II. RELATED WORK 

In recent years, plenty of SBIR methods have been 

developed. Most of them focus on developing novel SBIR 

methods, and a few of them focus on SBIR re-ranking methods. 

In this paper, the proposed SBIR re-ranking method is 

implemented on some state-of-the-art SBIR methods. 

Furthermore, the comparison between the proposed re-ranking 

method and other re-ranking methods is given. This section 

briefly describes the existing SBIR methods and SBIR 

re-ranking methods. 

A. SBIR methods 

Sketches and natural images are vastly visually different 

from each other, thus resulting in a large image domain gap 

between natural images and sketches. In order to make SBIR 

work, the first task of SBIR is to overcome this image domain 

gap. In general, there are two strategies to bridge this image 

domain gap. The first strategy is to extract edge maps from 

natural images. Like sketches, edge maps are also composed of 

black lines and white ground, which makes the edge maps and 

sketches comparable [6], [12]-[26]. The second strategy is to 

build a common learning framework for both sketches and 

natural images. Through a machine learning process, the 

features of the natural images and those of sketches are 

comparable [27]-[32]. 

Early SBIR methods frequently utilize the first strategy to 

overcome the image domain gap. In order to generate edge 

maps of natural images, edge extraction approaches [33]-[35] 

are harnessed. Then, a common feature is designed for both 

sketches and edge maps. The common features between 

sketches and natural images tend to be geometric features, e.g., 

Histograms of Oriented Gradients (HoG) [15] and Edgel [12]. 

Besides, features based on deep learning are used [13], [20], 

[26], too. 

Since edge maps have much less semantic information than 

natural images themselves, the retrieval performance of the 

above SBIR methods lags behind that of the SBIR methods 

using the second strategy to cope with the image domain gap. 

The SBIR methods using the second strategy allows the natural 

images themselves to be the inputs of feature extraction 

[27]-[32], [53], thus providing more semantic information. This 

makes the SBIR methods based on the second strategy often 

have a better retrieval performance. In these years, with the 

rapid development of the deep learning technique, the retrieval 

effects of SBIR improve a lot. Although most SBIR systems 

focus on retrieving images whose category is the same as the 

category of images for training machine learning models 

[27]-[32], there are also SBIR systems that can cope with the 

zero-shot SBIR tasks [53]. 

Different from these methods trying to develop a novel SBIR 

method, our proposed method aims to design an unsupervised 
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SBIR re-ranking method to re-rank the initial retrieval results 

obtained by an SBIR method. By this means, we enhance the 

retrieval performance of it. Since most of SBIR methods 

provide an initial similarity between the query sketch and each 

natural image, we can simply add our re-ranking method at the 

back of these SBIR methods. Since users are likely not to be 

disturbed by giving feedback during searching images on the 

internet, our proposed method is designed to be based on blind 

feedback. 

B. SBIR re-ranking methods 

Apart from developing novel SBIR methods, an effective 

SBIR re-ranking algorithm is also a good choice to improve the 

performance of SBIR methods. 

Some of these methods are re-ranking methods based on 

explicit feedback [36], [37]. For these methods, the re-ranking 

method is started or optimized through some human-computer 

interaction activities, and then the re-ranking methods are 

implemented with the aid of these activities. Matsui et al. [37] 

put forward a re-ranking method to re-rank the SBIR task on 

Japanese manga datasets. After the initial retrieval results are 

obtained by their retrieval steps, the retrieval system shows the 

initial retrieval results to users. The users then choose an image 

from these results (changes can also be made on this stage) to 

be the basis of the following re-ranking process. In addition, 

Portenier et al. [36] proposed an SBIR re-ranking method. First, 

they extract CNN features for each initial retrieval result after 

an initial SBIR system finishes its retrieval operation. On 

receiving the initial retrieval results of an SBIR system, it then 

uses the k-means clustering algorithm to do clustering for these 

initial results. To achieve the best clustering, the k-means 

algorithm is initiated for some times, and they choose the 

best-performing one to be continued until it is convergence. 

Next, the average score of the initial retrieval results within 

each cluster is calculated, and the calculated scores are sorted to 

give ranks to these clusters. Finally, the initial retrieval results 

are re-ranked by these ranks. 

There are also SBIR re-ranking methods that use the blind 

feedback, where the users are unaware of the entire re-ranking 

process [38]. In our previous work, we propose a supervised 

SBIR re-ranking method by CNN semantic re-ranking [38]. To 

begin with, two CNNs are trained to be the classifiers of 

sketches and natural images, respectively. The two CNNs are 

used to extract the classification information for each initial 

retrieval result, after which the classification information is 

utilized to calculate the category similarity between the query 

sketch and each initial retrieval result. Finally, the feature 

distance of each initial retrieval result, which is obtained 

through the initial SBIR, and the category similarity together 

are used to rearrange the initial retrieval results. 

Unlike the above supervised SBIR re-ranking method based 

on CNN classification, one of our previous work is an 

unsupervised SBIR re-ranking method through re-ranking via 

visual feature verification (RVFV) and contour-based 

relevance feedback (CBRF) [6]. The whole re-ranking 

operation consists of three rounds. The first round of re-ranking 

is RVFV, which aims to reduce the images that are irrelevant to 

the query sketch among the high-ranked initial retrieval results. 

The second round of re-ranking is CBRF. CBRF picks out 

several highest-ranked initial retrieval results, then extract the 

edge maps of these images, and then use the edge maps as the 

new queries to start a new retrieval process using the initial 

SBIR system. The last round of re-ranking is to repeat the 

RVFV again. 

Sometimes, re-ranking methods for other types of image 

retrieval can also be useful. [60] proposes a relevance-based 

ranking algorithm for tag-based image retrieval. Given a query 

tag and a collection of images, each image has a semantic score 

representing the similarity degree between the query tag and the 

tags of the images. There is also a visual similarity matrix 

denoting the similarity degree between visual features of 

images. With semantic scores and the visual similarity matrix, a 

closed-form solution is put forward to get the relevance scores 

to replace the semantic scores. Afterwards, [57] fine-tunes the 

ranking algorithm in [60] a bit, and then uses the fine-tuned 

version to do re-ranking for the initial retrieval results of their 

image retrieval task. This implies that we can use similar 

fine-tunes to make SBIR re-ranking methods. 

We can see that most of the existing SBIR re-ranking 

methods need the users or developers to either implement some 

human-interaction during re-ranking or train some models 

through a supervised machine learning technique. So, in this 

paper, we desire to introduce an effective unsupervised SBIR 

re-ranking method using blind feedback that can achieve the 

following two goals. 

1) Make the re-ranking method invisible to users and does 

not need developers to do human-interaction activities. 

2) Let our proposed method adaptive to different SBIR 

datasets without training process using labeled datasets. 

Like our work, the just mentioned re-ranking method that 

utilizes RVFV and CBRF [6] is also an unsupervised method 

that uses blind feedback. Besides, the relevance ranking 

algorithm in [60] is fine-tuned to be a blind-feedback-based 

SBIR re-ranking algorithm. So, comparisons are made between 

the proposed method, the re-ranking method in [6] and our 

fine-tuned version of [60]. 

III. METHODOLOGY 

Section III focuses on the methodology of this paper. In 

Section I and Fig. 1, we describe that our proposed SBIR 

re-ranking method is composed of 4 steps. In this Section, we 

describe the detailed principle of each step. Subsection A is a 

description of the flow of the existing SBIR systems, while the 

other subsections are the steps of the proposed method. 

A. Initial SBIR 

    Given a query sketch q and an imagest 𝐴 = {𝑎𝑖}𝑖=1
𝐼  with I 

natural images, an initial SBIR system performs an initial SBIR 

process for q. Most SBIR systems provide each natural image 

with an initial retrieval distance, and the distances are sorted in 

ascending order to be the initial retrieval results. 

The general SBIR process for most of the existing SBIR 

systems is through the following steps: 

1) Feature Extraction 
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Set a common feature for both the query sketch q and I 

natural images 𝐴 = {𝑎𝑖}𝑖=1
𝐼 , which makes the query sketch and 

natural images comparable. Then, features of the query sketch 

and each natural image are extracted. 

2) Feature Similarity Measurement 

    After the features are extracted, feature similarity 

measurement is conducted to measure the similarity between 

the query sketch and each natural image. The majority of 

present SBIR systems’ common feature is in the form of 

vectors. After this, feature distance between these vectors is 

calculated, as shown in Equation (1). 

𝐷(𝑖) = dist(𝑓𝑞 , 𝑓𝑖), 𝑖 = 1, … , 𝐼                       (1) 

Where 𝑓𝑞 is the feature vector of the query sketch q; 𝑓𝑖 is the 

feature vector for the natural image 𝑎𝑖  in the imageset 

𝐴 = {𝑎𝑖}𝑖=1
𝐼 ; dist(∙)  is the feature distance measurement 

function that is determined by a specific SBIR system; D(i) is 

the feature distance between the query sketch q and the natural 

image 𝑎𝑖. 

3) Feature Similarity Ranking 

Now we have the feature distance between the query sketch q 

and every natural image in the imageset 𝐴 = {𝑎𝑖}𝑖=1
𝐼 . Most 

SBIR systems use Euclidean distance or hamming distance to 

measure the feature distance. For these two distance metric, the 

similarity degree of two features decreases while the feature 

distance rises. So, we obtain the initial retrieval results by 

means of sorting I feature distances obtained through Equation 

(1). The resulting sequence are marked as 𝑅 = {𝑟𝑖}𝑖=1
𝐼 , where 𝑟𝑖 

represents the feature distance between q and the i-th initial 

retrieval result. 𝐵𝑁 = {𝑏𝑖
𝑁}𝑖=1

𝐼  is the sorted version of 𝐴 =
{𝑎𝑖}𝑖=1

𝐼 , where 𝑏𝑖
𝑁  is the natural image (i-th initial retrieval 

result) 𝑟𝑖 refers to. 

When the initial SBIR is done, the I natural images in the 

imageset are sorted to be the initial retrieval results. As far as 

re-ranking is concerned, we choose M highest-ranked initial 

retrieval results 𝐵𝑁 = {𝑏𝑖
𝑁}𝑖=1

𝑀  instead of all I natural images 

participating in the re-ranking process. 

The reason for doing so is as the following. In image retrieval 

tasks, it is frequent that users focus more on the high-ranked 

images and want them to be the query sketch’s relevant images. 

Considering that 1) users pay less attention to the low-ranked 

results, and 2) the query sketch’s relevant images seem not to 

appear in the low-ranked retrieval results, we only choose the M 

highest-ranked initial retrieval results to participate in the 

re-ranking process. 

B. Image Expansion 

When the initial SBIR is done, we get M natural images 

𝐵𝑁 = {𝑏𝑖
𝑁}𝑖=1

𝑀  as the top M initial retrieval results. These 

natural images go through the re-ranking process. Before we 

conduct feature extraction for the M initial retrieval results, we 

extract the edge maps and object images of them. This 

operation makes each initial retrieval result corresponds to 

three types of images: edge map, object image and natural 

image. 

    1) Extracting edge maps 

Edge maps consist of black lines and white background, 

which represent the main outlines and contours for an object. 

One example of the edge map is shown in Fig. 2(a). We assume 

that when two objects belong to the same category, their main 

outlines and contours are also alike. Under this consideration, 

we extract edge maps of the natural images 𝐵𝑁 = {𝑏𝑖
𝑁}𝑖=1

𝑀 . The 

resulting edge maps are marked as 𝐵𝑆 = {𝑏𝑖
𝑆}𝑖=1

𝑀 , where 𝑏𝑖
𝑆 is 

the edge map of the i-th initial retrieval result’s natural image 

𝑏𝑖
𝑁. 

There are plenty of edge map extraction algorithms, such as 

Canny detector [34], Berkeley detector [33] and image token 

detector [35]. All these detectors are able to transfer a natural 

image into the form of edge map.  

In this paper, Berkeley detector [33] is used. Berkeley 

detector provides each pixel with a probability of this pixel 

being an edge pixel. The higher the probability is, the more 

likely the pixel represents an edge pixel. We set 0.5 as a 

threshold. That is, pixels whose probability is no less than 0.5 

are regarded as edge pixels by us. Thus, the resulting images, 

which are composed of black lines and white background, are 

edge maps used in this paper. 

    2) Generating object images 

Most images have foreground information and background 

information. When people try to retrieve images that contain a 

particular object, they tend to think that the desired object 

appeared as a foreground object. Considering this, we generate 

object images 𝐵𝑂 = {𝑏𝑖
𝑂}𝑖=1

𝑀 , which consist of only the salient 

foreground object and the black background, for the natural 

images 𝐵𝑁 = {𝑏𝑖
𝑁}𝑖=1

𝑀  of the initial retrieval results. 𝑏𝑖
𝑂 denotes 

the object image of the i-th initial retrieval result’s natural 

image 𝑏𝑖
𝑁. One example of the object images is shown in Fig. 

2(b). 

In order to generate an object image out of a natural image, 

we first extract the saliency map of the natural image. The 

function of a saliency map is to show the possibility of each 

pixel being the foreground pixel. There are many algorithms 

designed to obtain such saliency maps. For example, Liu et al. 

[39] proposed a salient object image termed as Saliency Tree; 

Cheng et al. [40] put forward a regional contrast based salient 

object detection algorithm. 

In this paper, the salient object detection algorithm put 

forward in [40] is used as the detector to extract saliency maps 

for the initial retrieval results. In the rest of this paper, we 

denote this algorithm as RC algorithm. Saliency maps 

generated by RC algorithm are grayscale images, where the 

pixel value indicates how likely a pixel belongs to the 

foreground object. This value is an integer in the interval 

[0,255]. With the growth of the pixel value, the confidence of 

this pixel belonging to the salient object increases. 

We then use Saliency maps to acquire the object images. To 

do this, we set a threshold to determine which pixels are 

foreground pixels. To be specific, those pixels in a saliency 

map whose pixel value is more than this threshold are taken as 

the foreground pixels; the other pixels are background pixels. 

For the foreground pixels, we make them the same as the 

corresponding ones in the form of natural image. For the 

background pixels, they all become black. In the experiments of 

this paper, the threshold value is 100.  

 

For each initial retrieval result, Image Expansion now makes 

us have an edge map, an object image and a natural image. Fig. 

2 is an example of such an expansion. Accordingly, the number 

of feature vectors triples. We can see from Fig. 2 that there are  
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(a) edge map (b) object image (c) natural image 

Fig. 2 An example of the results of image expansion. The three subimages are a 

candle image’s edge map, object image and natural image, respectively. 

image domain differences between an edge map, an object 

image and a natural image. 

Image Expansion adds two more images to each initial 

retrieval result. As a result, we have three image datasets for 

these initial retrieval results: the edge map image dataset 

𝐵𝑆 = {𝑏𝑖
𝑆}𝑖=1

𝑀 , the object image dataset 𝐵𝑂 = {𝑏𝑖
𝑂}𝑖=1

𝑀  and 

natural image dataset 𝐵𝑁 = {𝑏𝑖
𝑁}𝑖=1

𝑀 . 

C. Multi-clustering 

At this time, each initial result corresponds to three images: 

one edge map, one object image and one natural image. In order 

to operate the clustering-based re-ranking, we extract features 

from these three image domains, and implement an 

unsupervised clustering algorithm for each image domain. The 

outputs of multi-clustering are clustering results for edge maps, 

object images and natural images, respectively. 

1) Feature extraction 

We first extract feature vectors for edge maps 𝐵𝑆 = {𝑏𝑖
𝑆}𝑖=1

𝑀 , 

object images 𝐵𝑂 = {𝑏𝑖
𝑂}𝑖=1

𝑀  and natural images 𝐵𝑁 = {𝑏𝑖
𝑁}𝑖=1

𝑀 . 

The aim is to give three feature vectors to each initial retrieval 

result. For each initial retrieval result, the three feature vectors 

are for edge map, object image and natural image, respectively. 

There are plenty of features trying to represent the 

characteristics of images. Early image feature extraction 

methods use geometric features to represent images, such as 

HoG feature [15], ARP feature [41], AROP feature [18], [19], 

SIFT feature [42]. Recently, with the rapid development of 

deep learning techniques, image features acquired from deep 

learning methods exhibit great performance on various image 

processing tasks, such as image recognition, image retrieval, 

and object detection. Among the deep learning techniques, 

Convolutional neural network (CNN) performs well on 

image-related works. AlexNet [43], VGGNet [44], GoogLeNet 

[45] and ResNet [46], as state-of-the-art CNNs, ranked at the 

top in the ImageNet Large Scale Visual Recognition 

Competition (ILSVRC) for its image classification tasks. 

In this paper, we propose an unsupervised SBIR re-ranking 

method. Given that we cannot train a machine learning model 

specially fitting the target dataset, choosing a feature extraction 

method generally performing well is a good choice. Although 

the geometric image features are available, deep learning 

models pre-trained on the ImageNet or other datasets are 

preferred to be the image feature extraction tool. 

Once the image expansion is done, the features 𝐹𝑆 =
{𝑓𝑖

𝑆}𝑖=1
𝑀 , object image features 𝐹𝑂 = {𝑓𝑖

𝑂}𝑖=1
𝑀  and natural image 

features 𝐹𝑁 = {𝑓𝑖
𝑁}𝑖=1

𝑀  are gained. 𝑓𝑖
𝑆  denotes the feature 

vector of the edge map of the i-th initial retrieval result. Similar 

ways are used for 𝑓𝑖
𝑂 and 𝑓𝑖

𝑁. 

2) Multi-clustering 

At this step, we implement clustering methods on the just 

extracted features of the top M initial retrieval results. Three 

clustering methods are used. One is for M edge map features, 

one is for M object images, and one is for M natural images. 

Finally we have three clustering results, each for an image 

domain. 

Clustering, which is a commonly used unsupervised machine 

learning method, can automatically divide some features into 

several groups (clusters). Clustering algorithms assume that 

images that are in the same clusters tend to be similar, and they 

assume that images that are from different clusters tend to be 

dissimilar. Under this assumption, we use clustering methods to 

divide the initial results into several clusters. 

The Multi-clustering is conducted through the following 

steps: 

    Step 1: Clustering methods selection 

In this step, we choose three clustering methods to do the 

clustering for edge maps, object images and natural images, 

respectively. The three clustering methods can either be 

identical or different methods. 

Some of the clustering methods require users or developers 

to give an exact number of the desired clusters, while the others 

do not require the users or developers to do so. We desire to 

propose an SBIR re-ranking method that uses blind feedback, 

so the users and developers should not participate in the 

re-ranking process. Therefore, the number of clusters should 

automatically adjust to the characteristics of the initial retrieval 

results and the selected clustering methods. So, the clustering 

methods that can automatically get its number of clusters 

during its clustering process are selected. In other words, in 

Multi-clustering of this paper, the number of clusters is decided 

automatically by the clustering method. 

Step 2: Multi-clustering 

Three clustering methods are then used to do clustering for 

each image domain. After we do Image Expansion and Feature 

Extraction, we have M feature vectors 𝐹𝑆 = {𝑓𝑖
𝑆}𝑖=1

𝑀  for edge 

maps, M feature vectors 𝐹𝑂 = {𝑓𝑖
𝑂}𝑖=1

𝑀  for object images and M 

feature vectors 𝐹𝑁 = {𝑓𝑖
𝑁}𝑖=1

𝑀  for natural images for M initial 

retrieval results. The selected clustering method for edge maps 

are implemented on the M edge map features. And the other 

two selected clustering methods are implemented 

correspondingly to their image domains. 

The clustering method conducted on the edge map features 

𝐹𝑆 = {𝑓𝑖
𝑆}𝑖=1

𝑀  brings edge clusters 𝐶𝑆 = {𝑐𝑘
𝑆}𝑘=1

𝑙𝑠
. Each cluster 

𝑐𝑘
𝑆 contains some edge maps of the initial retrieval results; 𝑙𝑠 is 

the number of clusters acquired from the clustering method 

used for edge map features. Likewise, the other two clustering 

methods provide object clusters 𝐶𝑂 = {𝑐𝑘
𝑂}𝑘=1

𝑙𝑂
 to object image 

features 𝐹𝑂 = {𝑓𝑖
𝑂}𝑖=1

𝑀  and natural clusters 𝐶𝑁 = {𝑐𝑘
𝑁}𝑘=1

𝑙𝑁
 to 

natural image features 𝐹𝑁 = {𝑓𝑖
𝑁}𝑖=1

𝑀 . 𝑙𝑂 is the number of 

clusters acquired from the clustering method used for object 

features, and 𝑙𝑁  is the number of clusters acquired from the 

clustering method used for natural image features. Each cluster 

𝑐𝑘
𝑍 (𝑍 ∈ {𝑆, 𝑂, 𝑁}) has |𝑐𝑘

𝑍| initial retrieval results, and we have 

∑ |𝑐𝑘
𝑍|𝑙𝑍

𝑘=1 = 𝑀. 

D. Clustering-based Re-ranking 

    This subsection describes the SBIR re-ranking process based 

on the just obtained clusters for edge maps, object images and 

natural images. The initial retrieval results are rearranged here. 
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    As a result, we get the final SBIR retrieval results. Algorithm 

1 gives the summarization of this subsection’s algorithms. 

The whole re-ranking process is with the following three 

steps: cluster importance evaluation, cluster score calculation 

and multi-modal re-ranking. 

Step 1: Cluster importance evaluation 

Cluster score evaluation evaluates the importance of each 

cluster of the edge clusters 𝐶𝑆 = {𝑐𝑘
𝑆}𝑘=1

𝑙𝑠
, object clusters 

𝐶𝑂 = {𝑐𝑘
𝑂}𝑘=1

𝑙𝑂
 and natural clusters 𝐶𝑁 = {𝑐𝑘

𝑁}𝑘=1
𝑙𝑁

. In 

multi-clustering, the top M initial retrieval results are divided 

into several clusters in each image domain. Since each image 

domain has several clusters, the clusters which are similar to the 

query sketch q are more important than others during 

re-ranking. So, we provide a cluster importance to each cluster. 

For each cluster 𝑐𝑘
𝑍  ( 𝑍 ∈ {𝑆, 𝑂, 𝑁} , 𝑘 ∈ {1,2, … , 𝑙𝑍} ), its 

cluster importance 𝑝𝑘
𝑍 is set as the reciprocal of the mean value 

of the initial feature distance of the first half of initial retrieval 

results inside this cluster, as shown in Equation (2). 

𝑝𝑘
𝑍 = 1/

∑ 𝑥𝑖,𝑘
𝑍⌈|𝑐𝑘

𝑍|/2+1⌉

𝑖=1

⌈|𝑐𝑘
𝑍|/2+1⌉

=
⌈|𝑐𝑘

𝑍|/2+1⌉

∑ 𝑥𝑖,𝑘
𝑍

⌈|𝑐𝑘
𝑍|/2+1⌉

𝑖=1

                     (2) 

where |𝑐𝑘
𝑍|  represents the number of initial retrieval results 

inside 𝑐𝑘
𝑍. 𝑥𝑖,𝑘

𝑍  denotes the initial feature distance of the initial 

retrieval result that is ranked i-th among all the initial retrieval 

results in the cluster 𝑐𝑘
𝑍. That is, 𝑥𝑖,𝑘

𝑍 ∈ (𝑅 = {𝑟𝑖}𝑖=1
𝐼 ), and it is 

the initial retrieval distance outputted from an SBIR system. 

1/𝑝𝑘
𝑍 is the mean value of the initial feature distance of the 

first half of initial retrieval results inside 𝑐𝑘
𝑍. The reason for 

only dealing with the first half rather than all the initial retrieval 

results is that the first half of initial retrieval results of a cluster 

can often represents the characteristics of this cluster well. We 

can see that the lower 1/𝑝𝑘
𝑍 is, the lower the mean value of the 

initial feature distance is. It is likely that the lower initial feature 

distance means greater similarity, so the cluster importance 

increases as 1/𝑝𝑘
𝑍 decreases. Considering that we tend to think 

that higher values represent greater importance, the reciprocal 

of 1/𝑝𝑘
𝑍 is finally set to be the cluster importance of 𝑐𝑘

𝑍. 

After Eq. (2) is conducted on all clusters, we have the edge 

cluster importance values 𝑃𝑆 = {𝑝𝑘
𝑆}𝑘=1

𝑙𝑆
, the object cluster 

importance values 𝑃𝑂 = {𝑝𝑘
𝑂}𝑘=1

𝑙𝑂
 and natural cluster 

importance values 𝑃𝑁 = {𝑝𝑘
𝑁}𝑘=1

𝑙𝑁
. 

Step 2: Cluster score calculation 

For every initial retrieval result, the re-ranking process takes 

both its initial feature distance and its cluster score into account. 

With cluster importance, this step focuses on generating the 

cluster score for every initial retrieval result.  

An initial retrieval result has three cluster importance values: 

edge cluster importance, object cluster importance and natural 

cluster importance. Generally speaking, natural images and 

object images has more semantic information than edge maps 

does. So, we should pay different attention to clusters of 

different image domains during re-ranking. In addition, since 

different clusters have different cluster importance, the clusters 

whose cluster importance is higher need to hold a cluster score 

that can influence the re-ranking process more.  

Therefore, a domain weight is set to each image domain to 

represent the significance of this domain, and a domain cluster 

score is set to each cluster based on its cluster importance. The 

cluster score for the initial retrieval results is calculated with the 

aid of the domain weight and the domain cluster score. 

 

Domain Weight: We set the edge domain weight as 𝑤𝑆, the 

object domain weight as 𝑤𝑂 and the natural domain weight as 

𝑤𝑁, and we set 𝑤𝑁 + 𝑤𝑂 + 𝑤𝑆 = 1. Since natural images have 

the most semantic information and edge maps have the least, let 

𝑤𝑁 ≥ 𝑤𝑂 ≥ 𝑤𝑆 would be a proper choice. 

 

Domain Cluster Score: We assume that an initial retrieval 

result is clustered into the edge cluster 𝑐𝛼
𝑆, the object cluster 

𝑐𝛽
𝑂  and the natural cluster 𝑐𝛾

𝑁, respectively. Consequently, the 

corresponding cluster importance values are 𝑝𝛼
𝑆 , 𝑝𝛽

𝑂  and 𝑝𝛾
𝑁 . 

Each of these three cluster importance values is used to get its 

corresponding domain cluster score. 

Under these assumptions, we first sort the cluster importance 

of each image domain in descending order. That is, we sort the 

elements of importance values 𝑃𝑍 = {𝑝𝑘
𝑍}𝑘=1

𝑙𝑍
of each image 

domain Z (𝑍 ∈ {𝑆, 𝑂, 𝑁}) in descending order. 

After sorting, if the initial retrieval result is clustered into 𝑐𝜃 

(𝑐𝜃 ∈ {𝑐𝛼
𝑆, 𝑐𝛽

𝑂 , 𝑐𝛾
𝑁}), we find the rank of its cluster importance 

𝑝𝜃 ∈ {𝑝𝛼
𝑆 , 𝑝𝛽

𝑂 , 𝑝𝛾
𝑁} in the sorted 𝑃𝑍 . If 𝑝𝜃  is ranked 𝑡𝑍 -th, we 

use the Equation (3) to get its edge domain cluster score 𝑒𝑍. 

𝑒𝑍 = {
 1 + (𝑡𝑍 − 1)/(𝑙𝑍 − 1),

1,
𝑙𝑍 > 1
𝑙𝑍 = 1

                 (3) 

Then, Eq. (3) is used for three image domains, and this initial 

retrieval result has three domain cluster scores: 𝑒𝑆, 𝑒𝑂 and 𝑒𝑁. 

The consideration behind using Eq. (3) is as the follows.  

First, for an initial retrieval result, Eq. (4) and Eq. (5) implies 

that 𝑒𝑍 is multiplied by its initial feature distance 𝑟𝑖 to get the 

final retrieval score. Thus, to fit the monotony of the initial 

feature distance 𝑅 = {𝑟𝑖}𝑖=1
𝐼 , the smaller value of 𝑒𝑍  is 

preferred. So, we let the value of 𝑒𝑍 increases as 𝑡𝑍 grows. 

Second, to balance the influence of cluster scores against that 

of the initial feature distance, the range of 𝑒𝑍 is crucial. The 

lower limit of this interval should not be too small, and the 

upper limit should not be too great. Otherwise, the initial 

feature distance, which is an important element during 

re-ranking, may become useless. To avoid this problem, in our 

paper, the range of 𝑒𝑍 is the interval [1,2]. In Eq. (3), (𝑡𝑍 − 1)/
(𝑙𝑍 − 1) is a value in the interval [0,1], and the constant “1” is 

set to change the range of 𝑒𝑍 from [0,1] to [1,2]. With 𝑤𝑁 +
𝑤𝑂 + 𝑤𝑆 = 1, the final retrieval score belongs to [𝑟𝑖 , 2𝑟𝑖]. In 

this way, the cluster score does not change the value of the 

initial feature distance overly. Thus, the proposed re-ranking 

method makes the final retrieval score give consideration to 

both the role of cluster scores and that of the initial feature 

distance, which makes the re-ranking method a stable one that 

is able to increase the performance of different initial retrieval 

results generated by different SBIR systems. 

Third, given that 𝑙𝑍 (the number of clusters inside an image 

domain) is decided automatically by the clustering method, the 

smaller 𝑙𝑍 often implies that the difference between the clusters 

of this domain is greater. So, we require the differences 

between the candidate values of 𝑒𝑍 increase as 𝑙𝑍 reduces. In 

order to deal with this issue, Eq. (3) makes the candidate values 

of 𝑒𝑍 be an arithmetic progression {1,1 +
1

𝑙𝑍−1
, … ,1 +

𝑙𝑍−2

𝑙𝑍−1
, 2}. 
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Thus, the differences between the candidate values of 𝑒𝑍 can be 

automatically adjusted to 𝑙𝑍. 

Cluster Score: We take the domain weights and the domain 

cluster scores of three image domains into account, and 

Equation (4) is to calculate the cluster score 𝑔𝑖 of the i-th initial 

retrieval result. 

𝑔𝑖 = 𝑤𝑆 ∙ 𝑒𝑆 + 𝑤𝑂 ∙ 𝑒𝑂 + 𝑤𝑁 ∙ 𝑒𝑁                   (4) 

    Using the form of weighted sum, Eq. (4) gives consideration 

to all three domain clusters scores. When one domain cluster 

score is not satisfying, the other two domain cluster scores can 

often help alleviate the influence of the unsatisfying cluster 

score. As a result, our re-ranking method becomes more stable 

and can adjust to different SBIR systems and different initial 

retrieval results. 

    Step 3: Multi-modal Re-ranking 

The initial feature distance and its corresponding cluster 

score are used to gain the final retrieval score of the initial 

retrieval results. For the i-th initial retrieval result, its initial 

feature distance is 𝑟𝑖, and its cluster score is 𝑔𝑖. Equation (5) is 

used to calculate the final retrieval score 𝑢𝑖. 

𝑢𝑖 = 𝑟𝑖 ∙ 𝑔𝑖 , 𝑖 = 1, … , 𝑀                       (5) 

After the final retrieval scores of all the M initial retrieval 

results are calculated, we have a sequence that contains M final 

retrieval scores. The sequence is sorted in ascending order to be 

the final re-ranking results. 

IV. EXPERIMENTS 

In this section, experiments are conducted to show the 

effectiveness of our SBIR re-ranking method. To be specific, 

three initial SBIR systems are used to implement initial SBIR, 

and our re-ranking method rearranges the initial retrieval 

results of each initial SBIR system. Besides, we compare the 

re-ranking performance of our SBIR re-ranking method to that 

of another two unsupervised blind-feedback-based SBIR 

re-ranking methods proposed in [6] and [60]. Experimental 

results demonstrate that our SBIR re-ranking is helpful. 

A. Initial SBIR Systems and Comparative Methods 

 There are four SBIR systems used for initial SBIR: TripAlex, 

GN Triplet, DSH and SCMR. The natural images’ feature 

distances are sorted in ascending order to get the initial retrieval 

results. DSH uses Hamming distance to calculate the feature 

distance, while the others use Euclidean distance. 

⚫ TripAlex. This network is trained by feeding into a lot of 

triplets. A triplet has a query image, a positive image and a 

negative image. A positive image is a natural image that is 

relevant to the query sketch; a negative image is a natural 

image that is irrelevant to the query sketch. The network 

of TripAlex is composed of three identical AlexNets 

(marked as Alex_S, Alex_P and Alex_N). Alex_S is for 

sketches, Alex_P is for positive images and Alex_N is for 

negative images. During training, the total loss function is 

𝐿 = 𝐿𝐶(Alex_S) + 𝐿𝐶(Alex_P) + 𝐿𝐶(Alex_N) + 0.01𝐿𝑇 . 

𝐿𝐶(∙)  is the classification loss; 𝐿𝑇  is the Triplet loss 

provided in [61]. We train one caffemodel for Sketchy 

Extension and another caffemodel for TU-Berlin 

Extesnion. After training, the output of ‘fc7’ layer of the 

Alex_S and Alex_P is taken as the feature for sketches 

and natural images, respectively. 

Algorithm 1             Clustering-based Re-ranking 

Input: Edge clusters 𝐶𝑆 = {𝑐𝑘
𝑆}𝑘=1

𝑙𝑠
; object clusters 𝐶𝑂 =

{𝑐𝑘
𝑂}𝑘=1

𝑙𝑂
; natural clusters 𝐶𝑁 = {𝑐𝑘

𝑁}𝑘=1
𝑙𝑁

; initial retrieval 

results  distances 𝑅 = {𝑟𝑖}𝑖=1
𝐼 . 

Output: The final retrieval results.  

1: Cluster importance evaluation. Provide a cluster 

importance to each cluster in 𝐶𝑆, 𝐶𝑂 and 𝐶𝑁. 

1.1: For 𝑘 = 1, … , 𝑙𝑠 do 

1.2: Get the cluster importance 𝑝𝑘
𝑆  of the cluster 𝑐𝑘

𝑆 

through Eq. (2). 

1.3: End 

1.4: Implement similar actions for each cluster in CO and 

CN.  

1.5: Record edge cluster importance 𝑃𝑆 = {𝑝𝑘
𝑆}𝑘=1

𝑙𝑆
, 

object cluster importance 𝑃𝑂 = {𝑝𝑘
𝑂}𝑘=1

𝑙𝑂
 and natural 

cluster importance 𝑃𝑁 = {𝑝𝑘
𝑁}𝑘=1

𝑙𝑁
. 

2: Cluster score calculation. Provide each initial retrieval 

result 𝑟𝑖 ∈ 𝑅 a cluster score. 

2.1: Set domain weights 𝑤𝑁 , 𝑤𝑂 and 𝑤𝑆 satisfying 𝑤𝑁 +
𝑤𝑂 + 𝑤𝑆 = 1 and 𝑤𝑁 ≥ 𝑤𝑂 ≥ 𝑤𝑆. 

2.2: Sort the elements of importance values 𝑃𝑆  in 

descending order. Similarly, sort the elements of 𝑃𝑂 

and 𝑃𝑁. 

2.3: For 𝑖 = 1, … , 𝑀 do 

2.4: The i-th initial retrieval result has cluster 

importance for three image domains: 𝑝𝛼
𝑆, 𝑝𝛽

𝑂 , 𝑝𝛾
𝑁. 

Find the rank of 𝑝𝛼
𝑆 , 𝑝𝛽

𝑂 , 𝑝𝛾
𝑁 inside the sorted 𝑃𝑆, 

𝑃𝑂 and 𝑃𝑁, respectively. The ranks are marked as 

𝑡𝑆, 𝑡𝑂 and 𝑡𝑁. 

2.5: Use Eq. (3) to get the domain cluster scores 𝑒𝑆, 𝑒𝑂 

and 𝑒𝑁. 

2.6: Use Eq. (4) to get the cluster score 𝑔𝑖 for the i-th 

initial retrieval result. 

2.7: End 

3: Re-ranking.  

3.1: For 𝑖 = 1, … , 𝑀 do 

3.2: Use Eq. (5) to get the final retrieval score 𝑢𝑖 for 

the i-th initial retrieval result. 

3.3: End 

3.4: Sort the sequence {𝑢𝑖}𝑖=1
𝑀  in ascending order. The 

images that the resulting sequence refers to are the 

final retrieval results. 

 

⚫ GN Triplet. GN Triplet is the top-performing SBIR 

method proposed in [30]. The GN Triplet caffemodel rele- 

ased by the authors is used to extract the feature vectors of 

both sketches and natural images. A triplet loss and three 

classification losses are used to train this model three 

GoogLeNets. One GoogLeNet is for sketches, the other 

two are for natural images. [30] proposes an large s-cale 

fine-grained SBIR dataset named Sketchy. Considering 

that one of our testing dataset is the extension version of 

Sketchy, our SBIR re-ranking method has to be effective 

for the top-performing SBIR method for Sketchy dataset 

in [30]. 

⚫ DSH. It is a hashing-based SBIR method [31]. Three 

CNNs are trained for this method. One is for sketches, one 
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is for sketch tokens (an alternative of edge maps) and one 

is for natural images. The hash codes of sketches are 

extracted from the CNN for sketches, and the other two 

CNNs work together to generate the hash codes for natural 

images. The authors of [31] released two caffemodels. 

One is trained for Sketchy Extension dataset, and another 

one is trained for TU-Berlin Extension dataset. Since 

these two datasets are exactly the datasets used in this 

paper, DSH on each dataset uses the corresponding 

caffemodel to extract the 128-bit hash codes to be the 

features for sketches and natural images. 

⚫ SCMR. It is a deep framework that uses a hybrid 

multi-stage training networks [47]. For training this final 

caffemodel for extracting image features, four stages of 

training is implemented. The first stage trains two CNNs 

separately with softmax losses. In the second stage, the 

shared layers of two branches are trained by softmax 

losses and a contrastive loss. The third stage trains the 

frozen layers with softmax losses and a triplet loss. The 

public caffemodel released by the authors are taken as the 

feature extraction tools to extract the features of sketches 

and natural images. 

Besides, the comparisons between the following re-ranking 

methods are made. 

⚫ R. Our proposed re-ranking method. 

⚫ IRC. The SBIR re-ranking method proposed in [6] 

presented in Section II. 

⚫ BR. The fine-tuned version of the relevance ranking 

method in [60]. In [60], 𝑌 = {𝑦𝑖}𝑖=1
𝑛  is set as the semantic 

scores between a query tag and images {𝑥𝑖}𝑖=1
𝑛 , and 𝑊𝑖𝑗 =

𝑒𝑥𝑝 (−
‖𝑥𝑖−𝑥𝑗‖

2

2𝜎2 ) is set as the similarity degree between 

visual features of the images 𝑥𝑖 and 𝑥𝑗. The closed-form 

solution,  𝐹∗ =
𝐶

1+𝐶
(𝐼 −

1

1+𝐶
𝐷−

1

2𝑊𝐷−
1

2)
−1

𝑌, is used to 

get the relevance scores 𝐹∗ = {𝑓𝑖}𝑖=1
𝑛  to replace 𝑌. 𝐷𝑖𝑖 =

∑ 𝑊𝑖𝑗
𝑛
𝑗=1 ; 𝐶 is a constant. Finally, 𝐹∗ is sorted to be the 

final retrieval result. 

To convert this algorithm into an SBIR re-ranking 

method to re-rank the M initial retrieval results of an 

initial SBIR systems, we convert 𝑌  into 𝑌 =

{𝑒𝑥𝑝 (−
‖𝑟𝑖‖2

2𝜎2 )}𝑖=1
𝑀 , where 𝑟𝑖 ∈ 𝑅  is the initial feature 

distance of the i-th initial retrieval result of an initial SBIR 

system. Then, the closed-form solution can be used for 

SBIR re-ranking.  

In this paper, we let 𝐶 = 0.3;  ‘pool5/7x7_s1’ features 

of the GoogLeNet caffemodel that has been pre-trained on 

ImageNet dataset [51] are used to calculate the visual 

similarity degree 𝑊𝑖𝑗. 

B. Datasets 

The experiments are conducted on two datasets: Sketchy 

Extension [30], [31] and TU-Berlin Extension [48], [49]. 

1) Sketchy Extension 

Sketchy [30] is a newly released fine-grained SBIR dataset. 

It contains 125 image categories, such as airplane, apple, bear, 

dolphin, eyeglasses, pig, sheep and strawberry. Each category 

has 100 natural images, which forms a natural image dataset 

with in total 12,500 natural images. In order to build the sketch 

dataset, volunteers were invited to draw 75,471 hand-made 

sketches exactly for these 12,500 natural images. 

After this, [31] collect another 60,502 natural images, 

making the number of natural images rise to 73,002. Thus, the 

Sktechy dataset is expanded into Sketchy Extension dataset. 

In this paper, 7,583 sketches (roughly 60 per category) and 

14,600 natural images (roughly 117 per category) are randomly 

selected to be the dataset for our testing. The other sketches and 

natural images are used for training TripAlex caffemodel for 

this dataset. 

    2) TU-Berlin Extension 

TU-Berlin dataset [48] is a benchmark sketch dataset. It has 

250 categories, including axe, harp, owl, pistol, ray, seal and so 

on. Each category has 80 sketches, and in total there are 20,000 

sketches. 

In addition, [49] allocates 204,489 natural images for these 

categories (in average about 818 per category). This makes the 

TU-Berlin dataset expand to the TU-Berlin Extension dataset. 

We randomly choose 2,000 sketches and 40,898 natural 

images from these images to be the testing dataset. As a result, 

each category has 8 sketches and approximately 163 natural 

images. The other sketches and natural images are used for 

training TripAlex caffemodel for this dataset. To increase the 

number of sketches for training, the edge maps of those natural 

images used for training are used. 

C. Implementation Details 

The open source Caffe [50] deals with extracting image 

features from CNN models, and Matlab2014a realizes 

re-ranking. Both Caffe and Matlab are implemented on the 

Ubuntu 14.04. 

During Multi-clustering, the GoogLeNet caffemodel that has 

been pre-trained on ImageNet dataset [51] is used to extract the 

‘pool5/7x7_s1’ features from edge maps, object images and 

natural images in feature extraction.  

The clustering method used in this paper for multi-clustering 

is Affinity propagation Clustering Algorithm [52]. In addition, 

the domain weights 𝑤𝑆, 𝑤𝑂 and 𝑤𝑁 in cluster score calculation 

in Clustering-based Re-ranking are 0.1, 0.3 and 0.6, 

respectively. 

For R method and BR method, the 100 highest-ranked initial 

retrieval results participate in the re-ranking process. That is, 

the M is set as 100. 

D. Performance Evaluation 

Just like our previous work [6], [18], [19], [38], we use the 

precision under depth x (denoted as Precision@x) to measure 

the performance of all the methods. Precision@x is defined as 

follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑥 =
1

𝐿
∑

1

𝑥

𝐿
𝑚=1 ∑ 𝑅𝑚(𝑖)𝑥

𝑖=1                  (6) 

where 𝑅𝑚(𝑖)  is  the  relevance  of  the  i-th  result  for  query  

m ,  

𝑖 ∈ [1,2, ⋯ , 𝑥] , and 𝑚 ∈ [1,2, ⋯ , 𝐿] . If the i-th result is 

relevant to the query sketch, 𝑅𝑚(𝑖) = 1. Otherwise, 𝑅𝑚(𝑖) =
0. 

E. Objective Comparisons 

In order to make a fair comparison, the relative parameters d- 
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uring the running of GN Triplet [30], DSH [31] and SCMR [47] 

are set the same as the ones in [30], [31] and [47], respectively.  

Precision@x curves for depth in the range of [1,20] in Fig. 3 

show the performance of R method and other comparative 

methods. It contains the average retrieval precision of the 

top-20 results. 

 
(a) Precision@x curve for Sketchy Extension dataset 

 
(b) Precision@x curve for TU-Berlin Extension dataset 

Fig. 3 Precision comparison for two datsets. ‘TripAlex’, ‘GN Triplet’, ‘DSH’ 

and ‘SCMR’ denotes the accuracy of initial retrieval results of the initial SBIR 

based on each corresponding method. ‘-IRC’ is the result of using the 

re-ranking method ‘IRC’. ‘-BR’ is the result of using the re-ranking method 

‘BR’. ‘-R’ is the result of using the re-ranking method of this paper. 

Fig. 3 shows that our R method is effective on both datasets. 

It can be seen that after our re-ranking operation, the retrieval 

performance of all the top-20 results increases. The most 

distinguish rise occurs at the DSH for TU-Berlin dataset, where 

the top-1 retrieval accuracy increases over 10% by the R 

method. Given that the SCMR model uses the Sketchy dataset 

to train its model, all the top-20 retrieval accuracy of initial 

SBIR of SCMR on Sketchy Extension (the red solid line of Fig. 

3 (a)) is over 75%. Although this performance is very good, R 

method still receives a performance improvement. 

As for BR method, the re-ranking performance is unstable. In 

terms of these 8 initial SBIR systems, R method performs better 

than BR in 5 of them. For these 5 groups, the retrieval accuracy 

of BR re-ranking is often worse than that of initial retrieval 

results. For the other 3 groups, BR performs better. The reasons 

for this phenomenon lie in the optimization logic behind BR. 

BR prefers those initial retrieval results that have greater 

similarity to all the other initial retrieval results. As a result, no 

matter whether these initial retrieval results are relevant images, 

they are preferred by BR. As the output relevance scores of the 

optimization are not kept within a limited range according to 

initial feature distances, we can often see that the influence of 

the initial feature distances is weaken, while the initial retrieval 

results that have greater similarity to all the other initial 

retrieval results are brought to the front. So, if there are enough 

relevant images in the initial retrieval results participating in 

re-ranking, the re-ranking performance of BR tends to be good. 

Otherwise, the re-ranking performance is often not satisfying. 

For DSH on both datasets and GN triplet on Sketchy Extension, 

more than half of the initial retrieval results participating in 

re-ranking are relevant images, which makes their performance 

good. With respect to the corresponding performance of R 

method, as the final retrieval scores are kept within the range 

[𝑟𝑖 , 2𝑟𝑖], the rearrangement extent of R method is weaker than 

that of BR. As a result, the corresponding performance of our 

re-ranking method is not as good as that of BR. Nevertheless, 

that the final retrieval scores of our re-ranking method are 

inside an exact range helps us alleviate the problem of 

rearranging overly, which makes our re-ranking method a 

stable one. We can see that R method benefits all the 8 initial 

retrieval instances. 

We can see from Fig. 3 that the performance of the IRC is not 

satisfying. Although the retrieval performance of top-1 has a 

small rise, the precision curves of the re-ranked results on the 

other ranks experience somewhat decrease compared with their 

corresponding ones of initial SBIR. The RVFV re-ranking 

method of IRC first extracts the edge map of the several top 

retrieval results of initial SBIR, and then the feature similarity 

of all the initial retrieval results and the selected several top 

retrieval results are compared. So, the performance of the top-1 

re-ranked results does not vary a lot. However, since IRC needs 

to uses the features of the edge maps to do feature similarity 

measurement, the irrelevant initial retrieval results whose edge 

maps are similar to the ones of the relevant initial retrieval 

results are also preferred. Therefore, some irrelevant initial 

retrieval results are brought to the front. 

V. DISCUSSION 

    In this section, we discuss the influences of the parameter 

values during the re-ranking process. The following factors are 

considered: 

1) the feature extraction method in Multi-clustering 

2) parameter M: the number of initial retrieval results 

participating in our SBIR re-ranking method 

3) parameters 𝑤𝑆 , 𝑤𝑂  and 𝑤𝑁 : the domain weights in 

Cluster score calculation in Clustering-based 

Re-ranking 

In addition to Precision@x, a performance indicator AP(K), 

which is the average of K top-ranked points in Precision@x 

curve, is used as an SBIR performance indicator, as shown in 

Equation (7). 

𝐴𝑃(𝐾) =
1

𝐾
∑ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑥𝐾

𝑥=1                     (7) 
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TABLE III 

THE PERFORMANCE OF RE-RANKING INITIAL RETRIEVAL RESULTS OF ‘DSH’ UNDER DIFFERENT 𝑤𝑆, 𝑤𝑂 and 𝑤𝑁 

 
AP(10) 

 
AP(10) 

Only Natural Images 

(𝒘𝑺 = 𝟎, 𝒘𝑶 = 𝟎, 𝒘𝑵 = 𝟏) 
𝒘𝑶 = 𝟎. 𝟏 𝒘𝑶 = 𝟎. 𝟐 𝒘𝑶 = 𝟎. 𝟑 𝒘𝑶 = 𝟎. 𝟑𝟑 𝒘𝑶 = 𝟎. 𝟒 

Sketchy 
Extension 

48.2% 

𝒘𝑺 = 𝟎. 𝟏 49.3% 49.5% 49.7% / 49.8% 

𝒘𝑺 = 𝟎. 𝟐 / 49.7% 49.8% / 49.8% 

𝒘𝑺 = 𝟎. 𝟑𝟑 / / / 49.9% / 

TU-Berlin 
Extension 

50.3% 

𝒘𝑺 = 𝟎. 𝟏 51.9% 52.2% 52.6% / 52.7% 

𝒘𝑺 = 𝟎. 𝟐 / 52.5% 52.8% / 52.8% 

𝒘𝑺 = 𝟎. 𝟑𝟑 / / / 53.1% / 

 

TABLE I 
THE IMPACT OF USING DIFFERENT CNN MODELS AS FEATURE 

EXTRACTION TOOLS ON THE PERFORMANCE OF IMPLEMENTING 

RE-RANKING ALGORIHTM ON DIFFERENT SBIR SYSTEMS 

CNN Model 
for Feature 
Extraction 

Initial 
Retrieval 
Method 

AP(10) 

Sketchy 
Extension 

TU-Berlin 
Extension 

AlexNet 

TripAlex 38.8% 14.2% 

GN Triplet 43.4% 26.8% 

DSH 50.0% 52.9% 

SCMR 80.1% 44.8% 

VGG-16 

TripAlex 39.0% 14.5% 

GN Triplet 43.0% 26.9% 

DSH 49.7% 52.2% 

SCMR 80.2% 44.8% 

GoogLeNet 

TripAlex 39.3% 15.3% 

GN Triplet 43.3% 27.2% 

DSH 49.7% 52.6% 

SCMR 80.9% 45.5% 

ResNet-50 

TripAlex 39.0% 15.5% 

GN Triplet 43.4% 27.5% 

DSH 50.4% 53.1% 

SCMR 79.9% 45.5% 

A. The feature extraction method in Multi-clustering 

CNN caffemodels pre-trained on ImageNet dataset are used 

to be the feature extraction tool in Multi-clustering. The classic 

CNNs contain AlexNet, VGGNet, GoogLeNet, ResNet and so 

on. The Caffemodels for these CNNs all achieve top 

performance for image classification tasks on the ImageNet 

Large Scale Visual Recognition Competition (ILSVRC). So, 

the caffemodels, which are the ones pretrained by ImageNet 

dataset, for AlexNet [62], VGG-16 [63] and ResNet-50 [64] are  

also used to extract image features in Table I. The features of 

AlexNet and the VGG-16, which are used for multi-clustering, 

are the outputs of the ‘fc7’ layer; the ResNet-50 uses the 

features of ‘pool5’ layer. 

From Table I, we can observe that the re-ranking 

performance of using three CNN models is not so different 

from each other. Generally speaking, the semantic 

understanding ability of GoogLeNet, VGG-16 and ResNet-50 

is better than that of AlexNet. So, when extracting features of 

natural images, GoogLeNet and VGG-16 have a better 

semantic understanding. Nevertheless, AlexNet is also a CNN 

that has strong ability to understand semantic information of 

images. When it comes to edge maps and object images, since 

the visual structures of edge maps and object images are 

simpler than those of natural images, the semantic 

understanding ability of AlexNet, VGG-16 and GoogLeNet are 

at a similar level. Considering that edge maps and object 

images also play important roles in re-ranking, the importance 

of natural images lowers. Consequently, the re-ranking 

performance of using four different CNN caffemodels is not so 

different from each other. 

B. The number of initial retrieval results in re-ranking 

Instead of taking all the initial results into consideration 

during our re-ranking method, we only let the M highest-ranked 

initial retrieval results participate re-ranking. In this section, the 

effects of changing the value of M are discussed in Table II. 

TABLE II 

THE PERFORMANCE OF RE-RANKING DIFFERENT SBIR METHODS 

UNDER DIFFERENT M 

Dataset Method 

AP(10) 

Without 
Re-ranking 

M=20 M=50 M=100 

Sketchy 
Extension 

TripAlex 37.1% 38.2% 38.9% 39.3% 

GN 
Triplet 

39.8% 41.1% 42.4% 43.3% 

DSH 46.1% 48.1% 49.0% 49.7% 

SCMR 78.9% 79.6% 80.3% 80.9% 

TU-Berlin 
Extension 

TripAlex 14.1% 15.0% 15.3% 15.7% 

GN 
Triplet 

25.8% 26.4% 26.8% 27.2% 

DSH 42.9% 47.8% 50.2% 52.6% 

SCMR 43.1% 44.0% 44.6% 45.5% 

Table II shows that with the increase of M, the AP(10)s of 

re-ranking different SBIR systems experience a growth. The 

quantity of images in both datasets is relatively large, where we 

have hundreds of images for per image category. As a result, 

the number of relevant images in the initial retrieval results 

rises as M grows. Since multi-clustering needs as many relevant 

images as possible in initial retrieval results, the rise of M 

results in the improvement of the re-ranking performance. 

C. The domain weights in Cluster score calculation 

During clustering-based re-ranking, clustering results of 

three image domains (edge maps, object images and natural 

images) are used to rearrange the initial retrieval results. The 

domain weights 𝑤𝑆, 𝑤𝑂 and 𝑤𝑁 judge the importance of every 

image domain. In order to get a better re-ranking method, we 

need to set proper values for 𝑤𝑆, 𝑤𝑂 and 𝑤𝑁. 

Generally speaking, edge maps have less semantic 

information than object images and natural images, and object 

images’ semantic information is less than natural images’. 

Intuitively, letting 𝑤𝑆 ≤ 𝑤𝑂 ≤ 𝑤𝑁  is a reasonable choice. 

Taken the initial SBIR system ‘DSH’ as an example, we 

display the re-ranking performance under different domain 

weights in Table III. In Table III, we first gives the AP(10) of 

only using cluster results of natural images to re-rank the initial 

retrieval results in the second column. With 𝑤𝑆 ≤ 𝑤𝑂 ≤ 𝑤𝑁, 
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we give the AP(10) of re-ranking under different combinations 

of domain weights in the columns thereafter; in order to make 

the table concise, we merely present the values of 𝑤𝑆 and 𝑤𝑂 in 

these columns, and 𝑤𝑁  can be calculated out by 𝑤𝑁 = 1 −
𝑤𝑆 − 𝑤𝑂. 

    Table III reveals that the performance of re-ranking varies 

with different image domain weights. When there is a proper 

combination of 𝑤𝑆 ≤ 𝑤𝑂 ≤ 𝑤𝑁, our SBIR re-ranking method 

performs better. In comparison to using clustering results of 

natural images only (𝑤𝑆 = 𝑤𝑂 = 0, 𝑤𝑁 = 1) to do re-ranking, 

the introduction of clustering results of edge maps and natural 

images benefits the retrieval accuracy of re-ranking. The 

top-performed results for both datasets appear when three 

image domains are of the same importance (𝑤𝑆 = 𝑤𝑂 = 𝑤𝑁). 

Accordingly, setting 𝑤𝑆 = 𝑤𝑂 = 𝑤𝑁  is a proper strategy for 

our SBIR re-ranking method. 

D. Subjective Comparisons 

    We applied our proposed SBIR re-ranking method on two 

image datasets and four initial SBIR systems. Besides, the IRC 

method and BR method are also conducted to be comparative 

methods. Fig. 4 and Fig. 5 give the initial retrieval results and 

re-ranking results on the Sketchy Extension dataset and 

TU-Berlin Extension dataset, respectively. 

    Fig. 4 and Fig. 5 display that our SBIR re-ranking is effective 

for various initial SBIR systems. After our re-ranking method is 

implemented, the two highest-ranked ones of the majorities of 

re-ranked results are correct. When the initial retrieval results 

are good (7 or more relevant images in top-10 initial retrieval 

results), our re-ranking method can make the performance even 

better. At this time, our re-ranking method can often make all 

the top-10 retrieval results correct.  

It can also be seen that the performance of IRC method is not 

ideal. The reason is that the IRC method leverages the features 

of the edge maps of natural images. Since the edge maps 

contain much less semantic information than the natural images, 

the incorrect images whose edge maps are similar to correct 

ones are often put in front of the correct images. 

The performance of BR method is not stable. Sometimes, it 

benefits the initial SBIR. Sometimes, it does not. As stated in 

Section IV E, the reasons lie in the optimization logic of BR. 

VI. CONCLUSION 

We propose an unsupervised blind-feedback-based SBIR 

re-ranking method to improve the retrieval performance of 

various SBIR systems. First, initial SBIR is conducted to get 

the initial retrieval results. Then, image expansion is used to get 

the image features of three image domains: edge map, object 

image and natural image. Next, we perform multi-clustering to 

cluster the features of the edge map domain, the object image 

domain and the natural image domain. Finally, clustering-based 

re-ranking re-ranks the initial retrieval results according to the 

outputs of multi-clustering. Experiments on different datasets 

and different SBIR systems reveal that our proposed re-ranking 

method is valid and effective. 
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Fig. 4 The top-10 retrieval results on Sketchy Extension dataset for a query sketch ‘cup’. The first row is the results of TripAlex method, the second row is the 

results of IRC method on TripAlex, the third row is the results of using BR method on TripAlex, and the fourth row is the results of using our re-ranking 

method on TripAlex. The fifth row is the results of GN Triplet method [30], the sixth row is the results of IRC method on GN Triplet, the seventh row is the 
results of using BR method on GN Triplet, and the eighth row is the results of using our re-ranking method on GN Triplet. The ninth row is the results of DHS 

method [31], the tenth row is the results of IRC method on DHS, the eleventh row is the results of using BR method on DHS, and the twelfth row is the results 

of using our re-ranking method on DHS. The thirteenth row is the results of SCMR method [47], the fourteenth row is the results of IRC method on SCMR, the 

fifteenth row is the results of using BR method on SCMR, and the sixteenth row is the results of using our re-ranking method on SCMR. 
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Fig. 5 The top-10 retrieval results on TU-Berlin Extension dataset for a query sketch ‘key’. The first row is the results of TripAlex method, the second row is 

the results of IRC method on TripAlex, the third row is the results of using BR method on TripAlex, and the fourth row is the results of using our re-ranking 
method on TripAlex. The fifth row is the results of GN Triplet method [30], the sixth row is the results of IRC method on GN Triplet, the seventh row is the 

results of using BR method on GN Triplet, and the eighth row is the results of using our re-ranking method on GN Triplet. The ninth row is the results of DHS 

method [31], the tenth row is the results of IRC method on DHS, the eleventh row is the results of using BR method on DHS, and the twelfth row is the results 
of using our re-ranking method on DHS. The thirteenth row is the results of SCMR method [47], the fourteenth row is the results of IRC method on SCMR, the 

fifteenth row is the results of using BR method on SCMR, and the sixteenth row is the results of using our re-ranking method on SCMR. 
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