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Scalable Mobile Image Retrieval by
Exploring Contextual Saliency

Xiyu Yang, Xueming Qian, Member, IEEE, and Yao Xue

Abstract— Nowadays, it is very convenient to capture photos
by a smart phone. As using, the smart phone is a convenient
way to share what users experienced anytime and anywhere
through social networks, it is very possible that we capture
multiple photos to make sure the content is well photographed.
In this paper, an effective scalable mobile image retrieval
approach is proposed by exploring contextual salient information
for the input query image. Our goal is to explore the high-level
semantic information of an image by finding the contextual
saliency from multiple relevant photos rather than solely using
the input image. Thus, the proposed mobile image retrieval
approach first determines the relevant photos according to visual
similarity, then mines salient features by exploring contextual
saliency from multiple relevant images, and finally determines
contributions of salient features for scalable retrieval. Compared
with the existing mobile-based image retrieval approaches,
our approach requires less bandwidth and has better retrieval
performance. We can carry out retrieval with <200-B data,
which is <5% of existing approaches. Most importantly, when
the bandwidth is limited, we can rank the transmitted features
according to their contributions to retrieval. Experimental
results show the effectiveness of the proposed approach.

Index Terms— Mobile image retrieval, salient visual vocabulary
pair, spatial layout descriptor, scalable image retrieval, multiple
queries.

I. INTRODUCTION

OWADAYS, mobile phones have been immensely

pervasive. According to the statistics, there are 4.5 billion
mobile phones and 1.7 billion smart phone users in the world
in 2014. Mobile phones have been indispensable for most
people, especially the young. They tend to use smart phones
for doing many things, such as sharing photos, inquiring bus
route, surfing the Internet and so on. People are so dependent
on smart phones that they hope to use smart phones to handle
as more things as possible. Hence, image retrieval has to be
applied to mobile end as well, e.g. to look at a restaurant’s
environment or to search scenic spots. Mobile image retrieval
is particularly effective to help users search unknown objects.
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For example, when a user sees an unknown building and wants
to know more about it, he can take photos of the building,
and searches it on the internet. Thus the user can acquire
information about the building from the descriptions of its
similar images.

For mobile image retrieval, the poor condition of wireless
channel is a big challenge [20], [22]. Both the lim-
ited bandwidth and instability of channel need to be
considered [21]-[23]. Typically, mobile image retrieval is
based on text. Some search engines, like Google, could pro-
vide thousands of relevant images successfully when a user
inputs a textual query. Text based image retrieval depends
on the images’ tags, labels or related text to a large extent.
Nevertheless, numerous images may not have tags, and the
text depiction about images is not always accurate. With the
mobile cameras at hand, it is convenient to adopt content based
image retrieval. Recently, researchers managed to achieve
visual search in mobile end. The state of art focuses on
extracting more compact descriptor [17], [18] or compressing
the BoW (bag-of-word) histogram [19]-[22]. In most cases,
the BoW histogram is transmitted in compact form to
reduce the volume of data. However, BoW representation has
its innate deficiencies. Firstly, it contains quantization loss
that results in synonym and polysemy phenomenon. Secondly,
the BoW representation neglects the rich spatial relationship
among the visual words as well. Thirdly, it does not have
enough descriptive power. Due to the quantization loss,
a single visual word cannot describe local image region exactly
and discriminatingly.

The existing retrieval systems usually require a single query
image [17]—-[22]. For this case, on one hand, the system rarely
achieves good performance if the object in the query cannot
be seen clearly. On the other hand, there are too many local
interest points (such as SIFT feature points) detected in an
image. A large part of the interest points are noise or irrel-
evant to the crucial object of the image, which increases the
computational complexity. And unstable noisy local features
have indeed negative effect on retrieval performance. Query
expansion (QE) [15] updates the original query by combining
it with retrieval results to extend the query and weaken the
disturbance of noise. The goal of QE is to explore more
relevant photos iteratively to eliminate the deficiency of single
image based retrieval.

Usually, we may take multiple photos at a scene to make
sure at least one photo is satisfying. That is to say, in mobile
image retrieval, a user may take many relevant photos before
sending a desired one to the server terminal to carry out
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Fig. 1.

retrieval. It is rational to mine contextual salient features from
multiple photos to improve image retrieval performances and
reduce the bandwidth requirement. Thus a scalable mobile
visual search algorithm is proposed via exploring contextual
saliency from multiple relevant photos.

Our approach consists of the following 3 steps as shown
in Fig.1: 1) Multi-relevant photo mining. In a user’s album at
his mobile end, there may be multiple photos relevant to the
image that he submitted to carry out image retrieval. And at
the same time there may be some irrelevant photos to the query
images. So, it is necessary to determine the relevant multiple
photos that contain the contextual information of the current
input image, as shown in the left most two parts of Fig.l.
2) Contextual saliency exploring from the multiple relevant
photos. With the determined multiple relevant photos, we mine
salient features for image retrieval, because the main content
is usually repeated in the multiple relevant images, as shown
in the third component of Fig.1. The saliency explored from
multiple relevant photos is more robust, stable and significant.
Moreover, by further enforcing spatial and geometric con-
strains on the detected salient local features, better retrieval
performance can be achieved. 3) Salient features ranking for
scalable mobile image retrieval. According to the mined con-
textual saliency from multi-relevant images, the contribution of
each feature to the retrieval can be measured. As the available
bandwidth of mobile network is time variant, determining the
contributions of features to the retrieval is helpful for setting
the priority of feature transmission. This is also the foundation
of our scalable mobile image retrieval. When the bandwidth is
limited, we can transmit features according to their priorities
(i.e. contributions to image retrieval).

The main contributions of this paper are summarized
as follows: 1) we propose a novel mobile image retrieval
approach by exploring saliency from the contextual informa-
tion in multiple images rather than using single query image.
2) We propose an effective salient feature mining algorithm
from multiple relevant images. The features extracted from
multiple images are more robust and stable than that extracted
from single query image. 3) We propose a scalable mobile
image retrieval approach by determining the contribution of
feature to retrieval. We can rank the features for bandwidth
limited transmission according to their contributions.

Compared with our preliminaries [8], [14], [44], [46],
several enhancements have been made in this paper.

The flow chart of whole system.

We summarize them as the follows: 1) we propose an adaptive
context exploring approach to mine multiple relevant photos,
rather than requiring users to input multi-relevant photos [8]
in mobile image retrieval. 2) We enhance salient feature for
mobile image retrieval by reinforce the spatial and geometric
constrains to improve their robustness in image retrieval;
3) We propose an effective approach to rank the features, based
on which we can carry out scalable mobile image retrieval.
And 4) more experiments and comparisons are made.

The rest of the paper is organized as follows. Section 2
reviews the related work. Section 3 summarizes the
proposed mobile retrieval system. Section 4 depicts the
method of exploring saliency from multiple relevant photos.
The approach of achieving scalable retrieval is described
in Section 5. Comparing experiments and discussion about
some parameters are given in Section 6. Conclusions are
drawn in Section 7.

II. RELATED WORK

In recent years, content based image retrieval has experi-
enced a rapid development due to the BoW representation [1]
and local features, like SIFT [2], its variants SURF [3],
PCA-SIFT [31] and so on. The idea of hierarchical vocabulary
tree [4] accelerates the speed of clustering and quantizing
for large scale image retrieval, and makes it feasible to
realize scalable recognition. Despite of its notable advantages,
its deficiency attracts attention as well. Many works make
contributions to remedy these defects, such as introducing
spatial verification [11], [34], using multiple queries [8],
[14]-[16], [40], [44], [46] and compact descriptors [33]-[35].

A. Spatial Verification

The spatial relationship within the visual words is often
ignored, but it plays a great role in the retrieval, such
as weighting the features [26]-[28] and re-ranking the
results [23], [24]. Some works [5]-[8] explore the application
of synonyms by verifying the geometry relations between
visual words in the image retrieval task. The visual synonyms
can extend the visual words in the query image and boost
the recall rate. In [5] and [6], Gavves et al. defined visual
synonyms as pairs of independent visual words which meet
the geometry coherence estimation. Tang et al. [7] constructed
a contextual dictionary to reveal the visual word’s synonyms
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which have the similar contextual distribution. The contextual
distribution of a visual word is the statistical aggregation of
the spatial distribution of its neighboring visual words in the
dataset. In our previous work [8], we introduced geometry
difference into the local features extracted from multi-photos
input to detect the visual synonyms for retrieval, which cap-
tures the saliently important visual words.

The spatial information is usually embedded in bundled
visual words [9], [10], [12], [29], [30]. In most cases, the
relative geometry information is applied to near-duplicate
image retrieval (NDIR) as spatial verification. Chen et al. [9]
introduced a spatial visual phrase model describing the
relative scale and orientation between the two visual words.
Zhang [10] et al. exacted local feature group from images,
and measure the spatial contextual similarity between groups
to find a best matcher order which is used to calculate the
group distance for NDIR and topic based image re-ranking.
And [11] encodes the spatial relationship among local features
into binary matrix based on coordinate.

The approach of visual synonym extends the visual words to
improve the recall, but still does not use geometry relation in
retrieval stage. The application of spatial verification like [11]
usually demands restrict spatial consistency, which may mis-
judge the matched visual phrase as discrepant. Recently,
geometry relation is also used to search similar images directly.
In [12], visual phrases are constructed to be embedded spatial
layout constraints in image retrieval. And in [13], descriptive
visual words (DVWs) and visual phrases (DVPs) are generated
and selected for each image category, and then the images are
indexed by DVW and DVP.

B. Using Multiple Queries

The works aforementioned except for [8], all utilize the
spatial information in single query. In fact, there are too many
local features extracted in the query, and a portion of them
are noise and unstable. In our previous work [14], [44], [46],
we detect identical salient point (ISP) from the topic album
which contains a set of relevant images of the same landmark.
An ISP is a subset of similar SIFT points occurs in most of the
images in the album, which can capture the major and unique
part of landmark. Similar to [14], in this paper, we detect
salient visual words (SVWs) from multiple photos which are
mined from the user’s personal photos. Differently, the SVW
requires not only the ISPs in multiple queries are similar in
descriptor space but also the features in an ISP are assigned
to same visual words.

The famous application of multi-queries is query expansion
proposed by Chum et al. [15], [16], which refines the query
by combining it with new results returned every time to yield
a better query model. The retrieval results can be combined in
other ways as well. As in [41], the top candidates retrieved by
different methods are jointly ranked to enhance the precision.
Recently, multiple queries are exploited in content based image
retrieval. In [42], the textual query is input, then the results
are regarded as multiple queries to perform visual search. And
Fernando and Tuytelaars [40] proposed a pattern based image
retrieval approach by mining multiple queries which are given
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directly by the user. The visual patterns in [40] are actually
sets of neighboring visual words that frequently co-occur in
the queries. With the development of digital cameras, users’
personal photos contain meaningful information. Liu et al. [43]
train the classifiers with the retrieved web images to rank per-
sonal photos. Actually, we can learn personal photos to search
web images in turn. In this paper, we mine multiple queries
automatically to make sure that they are visually relevant to the
query. In addition, by contrast to [40], our approach describes
the specific geometric relationship besides the co-occurrence
relationship. Different from query expansion, our approach
mines multiple relevant photos from the mobile end. The better
representative model of query in our approach is generated
by analyzing the multiple photos instead of enriching the
query model by doing search over and over again as in query
expansion. Besides, query expansion uses RANSAC [25] to
perform spatial verification, while our approach uses salient
visual pair (SVP) and spatial layout descriptor (SLD) for
searching directly [39], which improves the mobile image
retrieval performances.

C. Compact Descriptors for Mobile Image Retrieval

With the development of the smart phone, mobile image
retrieval catches attention recently. Most works fall in
two frames: extracting more compact descriptor, such as
CHoG [17], [18], PCA-SIFT [31] and CEDD [32] and com-
pressing the BoW histogram, such as [19]-[22], [33]-[35].
The BoW histogram is usually compressed in three ways:
1) transmitting the intact BoW without redundancy. For
example, BoW histogram is encoded as intervals between
positive-count nodes of scalable vocabulary tree in [19];
2) shrinking the scale of vocabulary tree. As in [20], some
trivial branches of vocabulary tree are pruned to decrease
the dimension of BoW; 3) projecting the high dimensional
BoW into a low dimensional vector via transformation
matrix or dictionary, such as [21], [22], and [33]-[35].
The learning of the dictionary resorts to solve optimization
problem like sparse coding [21], [22], [34]. Sparse coding
takes a post processing operation on BoW histogram by
representing it as a linear combination of dictionary elements.
Sparse coding schemes, such as Lasso [36] can learn the
dictionary from original BoW codebook. To control the data
size, the geometry information is disregarded in many works.
In [23], the orientation of visual word is transmitted along with
the frequency for re-ranking. But just a portion of visual words
occur once in the query, so many points’ geometry information
is abandoned. In our approach, we explore salient features
from multiple photos. The salient feature is suitable for mobile
image retrieval because the feature is discriminative and with
small size. We embed spatial information into the feature to
improve the performance. Furthermore, we propose scalable
transmission for salient features to adapt to the various channel
condition.

III. SYSTEM OVERVIEW

As shown in Fig. 1, the proposed mobile image
retrieval approach by exploiting contextual saliency
consists of three steps: 1) multiple relevant photos mining;
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2) contextual saliency exploring; 3) salient features ranking for
scalable search. Once a user inputs a query image, our system
mines multiple most relevant photos automatically instead
of asking user to input them directly. Then, with the multi-
photos, we explore saliency from them to eliminate noise,
improve precision and reduce computational complexity.
For the multiple photos are relevant to the same object,
there is an intersection of them, i.e. the repeated content
about the object. By exploring the contextual information,
we mine robust and stable salient features. Finally, to adapt
to the variant wireless channel, we rank the salient features
in the light of their contributions to retrieval. According to
the current condition of channel, we can transmit only a fit
number of salient features to the server end for retrieval.

IV. MULTIPLE RELEVANT PHOTOS MINING

It is possible that there are many relevant photos to the
image that the user submits to retrieval. Our aim is to mine
multiple relevant photos from user’s mobile end, and to
learn contextual salient features to carry out retrieval. Mining
relevant photos to carry out retrieval can not only reduce the
number of transmitted features but also can improve the image
retrieval performances. It consists of the following two steps:
1) feature extraction and quantization; and 2) multiple relevant
photos mining.

A. Feature Extraction and Quantization

We describe each image with a set of local features.
An image represented through local features can be more
powerful than global features [37]. SIFT (scale invariant
feature transform) feature is robust against illumination, affine
change, scale and other local distortions [2]. A SIFT feature
consists of a 128D descriptor vector and a 4D DoG key-point
detector vector (X, y, scale, and orientation). Each of the
128-dimension SIFT descriptors of an image is quantized
to a visual vocabulary with W code words by hierarchical
quantization [14], [44], [46]. In this paper, W is 61,724.

B. Multiple Relevant Photos Mining

Mining multiple relevant photos actually aims to find visu-
ally similar images in the user’s mobile terminal. As is known
that the contextual information for the photos user took,
includes time, location, and visual information. Usually, we
take multiple photos at a place at a certain time range, and
sometimes the geographical information of each photo can
also be available. This temporal and geographical informa-
tion are also valuable if available. However, sometimes, the
location information is not available under the circumstances
that the GPS devices of mobiles are not ready or open.
So, we focus on the contextual saliency extraction from the
visual information.

In this paper, we propose to adopt a feature based approach
to find the relevant images. For the query image selected by
the user, we take the following two steps to mine the multiple
relevant photos: 1) searching candidate relevant photos;
2) removing the noisy images.

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 24, NO. 6, JUNE 2015

1) Searching Candidate Relevant Photos: To mine the most
relevant multiple photos, we measure the similarity between
the query and other images in mobile end by a simple
histogram based approach. Assuming that the normalized
BoW histograms of the input image and the images in mobile
end are respectively denoted as h, and hy (k), the similarity
score of k-th image in smart phone to query, D(k), can be
calculated using the city block distance as following:

D(k) = exp(—|/hg — hm(®)||)) (1)

where ||v]|; denotes L1 norm of vector v, and k =1,---, P,
P is the number of images in mobile end, which are primarily
from user’s photo album.

2) Removing Noisy Images: We sort the distances in ascend-
ing order. The top ranked M-1 results along with the original
query image form candidate multiple photos.

Although the candidate multiple photos are the most
relevant to the input, there still exist noisy images among
them. As the noisy images degenerate the performance and the
number of multiple photos is tightly related to the calculating
cost, it is necessary to remove the noisy. In this paper, a simple
threshold based approach is adopted [8]. If the similarity
score of one candidate photo is too small, we eliminate it.
In addition, the remaining photos may be duplicates, so we
set another threshold to remove the duplicates with too high
similarity score. The remnant X candidates are final multiple
relevant photos which are used for exploring saliency. It is
possible that the mined multiple images are all eliminated
and only the input is remained. In this case, the image
retrieval degrades into visual searching framework with single
input, such as BoW [3] or sparse coding [34] based image
retrieval. In this paper, BoW model [3] is applied. Judging
the relevance of a photo to the input based on its similarity
score is insufficient. We further reduce the impact of noise in
contextual saliency exploring stage.

V. CONTEXTUAL SALIENCY EXPLORING

After finding multiple relevant photos for the query image at
user’s mobile end, we explore the robust and stable contextual
saliency in multiple photos. In this paper, the contextual
saliency exploring approach comprises the following two
parts: 1) contextual information in multiple relevant photos;
2) contextual geometric relationship between salient features.
We take advantage of contextual information in multiple
photos to mine salient features, and contextual geometric
relationship between salient features to enhance the features.

A. Exploring Contextual Information in Multiple Photos

The multi-photos contain the same crucial content,
i.e. they are contextually relevant. Generally, the crucial
content occurs more frequently than disturbance in these
photos, i.e. the frequency of visual words occurring in crucial
content is higher than that in background. As shown in Fig. 2,
the house is the crucial content, which occurs more frequently
than the trees and pedestrians. Our purpose is to pick out these
high-frequency salient visual words for retrieval. We take the
following two steps to explore the contextual information
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Fig. 2. The first row displays the SIFT points in 3 relevant images.
The second row sets out the ISPs that occur in 3 images. For ISP, if
dl’ # @, V1 <i <3, it occurs in 3 images. The third row shows the ISPs

with CS=3, i.e. SVWs that are accordant in 3 images. The average amount
of SIFT in three images is 5418, ISP is 263, and SVW is 27.

in multi-photos to mine salient features: 1) identical salient
points (ISPs) detection; 2) salient visual word ranking.

1) Identical Salient Points Detection: Following [14], [46],
we perform optimal matching pair determination between
every two images in multi-images to capture repeated content.
During each image-image match, we record all the optimal
matched SIFT points pairs (4, ¢g) and their matching
scores MS(u, q). The similarity score of two optimal matched
SIFT points (u, g) are measured as follows:

MS(u,q) = (u-q)/(ul-Iq]) (2)

where u and q denote 128D SIFT descriptor vector and |v|
denotes the norm of the vector v, and “-” denotes dot product.

Identical salient points are determined based on the
matching score. An ISP is a set of matched SIFT points,
denoted as:

ISP =1{d},....d,....d5 A3)
where ISP; denotes the /-th ISP, X denotes the number of the
multiple images, dli is the SIFT descriptor of the [-th ISP in
the i-th image, which implies the occurrence of the /-th ISP in
the i-th image. dli = @, if no feature in the i-th image matches
with dll. dzl is the SIFT feature extracted from original query.
A speed-up approach is discussed in Part D of our experiment.

2) Salient Visual Words Ranking: The ISPs are extracted
based on the similarity in descriptor space. However, the basis
of our approach is visual word, and an ISP is different when
it occurs in multiple photos. Hence, the SIFT features in an
ISP have to meet the consistency of visual words, i.e. the ISP
in multi-queries must be assigned to the same visual word.
We mark consistency of an ISP as C:

Cr=A{c},....cl,....c&} @)

1713

where cf stands for the consistency of /-th ISP in i-th image.
c; = 1, if the I-th ISP is appeared in the i-th image and d; is
quantified to the same visual word as dll, otherwise c}' =0.
The significance of the /-th ISP is measured based on its
consistency score (CS) in the multiple images F; as follows:

X
csi=> ®)
i=1

Thus by ranking the consistency score CS; for all the
identical salient points, we select the top ranked ISPs. The ISPs
with equal frequency are put on an equal footing in this step.
They will further be ranked according to their stabilities, which
we will describe in Section VI. In this paper, we select the
ISPs with CS; > 2, i.e. we remain the ISPs which is consistent
in at least two images. The corresponding visual word of
the selected ISP is defined as salient visual word (SVW).
The number of the consistent ISPs is much less than that of
initial ISPs. As shown in Fig.2, the average SIFT point number
of the three images in the first row is 5418, the average ISP
number of them in the second row is only 263, which is about
5% of raw SIFT points. While the corresponding SVW number
is only 27 (as shown in the last row), which is only about 10%
of the ISP and 0.5% of raw SIFT points. Hence, exploring
contextual saliency is very effective to reduce the size of
transmitted features and computational cost. Moreover, SVWs
are more stable and pertinent to the crucial content, which
manifests that exploring contextual saliency can eliminate the
noise effectively.

B. Exploring Contextual Geometric Relationship

By exploring contextual information in multiple relevant
photos, we can mine salient visual words. Owing to the
quantization loss and noise, single visual word cannot stand for
a visual region accurately. In general, the visual words derived
from similar visual regions should be the same. Hence, it is
rational to infer that if a visual word represents similar visual
content in two images, its neighboring features respectively
in the two images should be assigned to the same visual
words. That is, exploring contextual geometric relationship,
i.e. the relationship between neighboring features, can help
to distinguish the essentially different features which are
quantified to same visual word. We explore the contextual
geometric relationship by three steps: 1) bundling neighboring
SVWs as salient visual pairs (SVPs) to strengthen the discrim-
inative power of visual words; 2) describing each SVP with a
spatial layout descriptor (SLD) to enforce geometric constraint
on SVP; 3) merging the SVPs that contain the same SVWs in
multiple images to reduce the transmitted data, and measuring
the stability of merged SVPs.

1) SVP Generation: As in [39], we construct Salient
Visual Pairs (SVPs) by combining the neighboring feature
points. For an ISP, it is bound with its nearest and second
nearest neighbor ISPs respectively, constructing two SVPs.
As illustrated in Fig. 3, the point Pc is bundled with
Pnl and Pn2 separately; Pnl and Pn2 are the nearest two
ISPs around Pc. An ISP is combined with its next nearest ISP
besides the nearest ISP for its nearest ISP is not constant in
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Fig. 3. Construction of SVP.

Fig. 4.

Blue circles mark the false visual pairs and green circles mark the
accordant visual pairs.

multiple relevant images. For example, in Fig. 3 Pn2 may be
closer than Pnl to Pc, or the Pnl may be covered by branches
of tree, if the cameraman takes the picture in other viewpoints.

Considering that the spatial layout between SVWs in each
image may be different, the SVPs generated in each image
are not always the same. As shown in Fig. 4, the SVPs in
green ellipses are matched in all the three images, and the
SVPs in blue ellipses just occur in one image. To reduce
the computational cost and data volume to be transmitted, we
reserve the stable and accordant SVPs that containing the same
SVWs according to (6),

SVW/, = SVW}, ©

SVW}, = SVW},
where SV Wli] and SV Wl"2 are the corresponding SVWs of
the two ISPs which construct SV Pl.l, and SV Pl.l is the
[-th SVP in the i-th photo. The accordant SVP must meet (6),
V1l <i # j < X. X denotes the real number of multiple
relevant photos.

2) SVP Description: Each SVP is a pair of visual words.
If we only use SVP for retrieval, it is difficult to measure
the similarity between the SVP in query and the SVP in
matched image. Actually, even though the two visual regions
contain the same SVP, they may be different owing to the
difference in spatial layout between the two visual words
in each region. For the two SVPs that constructed by the
same visual words, we measure the similarity between them
according to the spatial layout of the two visual words in each
image. Following [39], for each accordant SVP, we describe
it with a Spatial Layout Descriptor (SLD), which utilize the
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scale and distance information between the two visual words,
defined as Scaled Distance (SD):

SDi = d (SVWlil, va;'z) / (s (SVW}]) +s (SVWliz))
@)

where SD; denotes the SD of the [-th SVP in the
i-th image. s (SVWlil) and s (SVWliz) are the scale of the
SVWj/, and SV W/, respectively. d (SVW;,, SVW},) denotes
the Euclidean distance between the two salient features that
are assigned to SV Wli] and SV Wl"2 in the i-th image. It is
defined as:

d (SVWlil’ SVWziz) = \/(Xh - sz)z + (Y, - Yziz)2 ®)

where X ;1 and Yl"1 denote the abscissa and ordinate value of
S VWI"1 in the i-th image.

The SVP enforces co-occurrence restriction on visual
words, and SLD reflects the contextual geometric relationship
between two local features. They enhance the salient visual
words together.

3) SVPs Merging: By exploring contextual geometric
relationship, each photo is represented as a series of SVPs
and corresponding SLDs as follows:

L ={(SVP!,SLD}),--- ,(SVP},SLD)),---,
(SVPL,SLD})} (9)

where I; denotes the i-th image, SV Pli is the /-th SVP in the
i-th image and SLD; is the SLD for S VP;, L is the number
of accordant SVPs in multiple relevant images.

Since we have required the SVPs in multiple images to
be accordant, i.e. SVPli = SVP,L, |l # m, it is a waste of
bandwidth resource to transmit all the SVPs generated from
the multiple photos. In addition, the spatial layout descriptor
of the accordant SVP should be similar, for the multiple
images are relevant. Therefore, it is feasible and necessary
to merge the accordant SVPs in multiple images as one SVP.
The average SD of the multiple accordant SVPs is regarded
as the SLD for the new pooled /-th SVP denoted as:

X .
ASD = SDj/X (10)
where X denotes the number of multiple images.

It is possible that slight difference in spatial layout of
accordant SVPs still exists. Taking into account the difference
of spatial layout, we calculate the stability weight for each
pooled SVP using the standard deviation of the SLDs in
multiple photos as (11):

SR

where wgp, denotes the stability weight in Scale Distance of
[-th pooled SVP.

We define a Salient Feature Group (SFG) as the set of SVP,
ASD, and wgp like the following:

SFG; = (SVP, ASD;, wsp,) 12)
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Algorithm 1 SVP Ranking Algorithm

Input: SVW{s },s=1,2, -, X

Output: ASVP

Initialization:, s =X

While s >0
Step 1: generating SVP with SVW{ s }
Step 2: merging the accordant SVP, denoted as ASVP{ s }
Step 3: SVW{s5-1}=SVW{s-1}URSVW{s }
Step 4: s =5 -1;

end

Thus the multiple images can be jointly represented as a
series of SFGs as (13):

Inp = {SFG,,--,SFG,,--- ,SFG} (13)

where Inp denotes the final sorted features groups in mobile
terminal. The number of the salient feature groups to be
transmitted depends on the channel condition.

VI. SALIENT FEATURE RANKING FOR
SCALABLE RETRIEVAL

Wireless channel is vulnerable to interference. There exists
serious latency when mobile devices suffer from weak signals.
To adapt to the variant wireless channel, we propose scalable
mobile image retrieval. We rank the salient feature groups
according to their contributions to the retrieval, so that
we can adjust the data volume to the channel condition.
In addition, we propose a salient feature group based
similarity measurement approach.

A. Salient Feature Ranking

In our approach, SFGs are transmitted instead of compact
BoW histogram to cope with the problem of small capacity of
the channel. In the case of poor channel condition, it is effec-
tive to transmit a part of data to carry out retrieval to reduce
the latency. Whether a salient feature group is transmitted is
determined based on its contributions to retrieval. We rank the
SFGs in two sequential levels: 1) frequency of occurrence of
SVP to rank the feature group on the whole, and 2) stability
in the multi-photos to rank the feature group in detail.

1) Ranking Based on Frequency in Multi-Photos: 1t is
rational to rank the SFGs according to the frequency of
occurrence of their SVPs in multiple photos. For example,
if SVPi is accordant in s photos, and SVPj is accordant in
s-1 photos, then SFGi should be prior over SFGj to be
transmitted. We denote SVWs with consistency score CS=s
as SVW{s}, and SVP co-occur in s images as ASVP{s}.
RSVW{s} denotes the remnant SVWs of SVW{s}, which
cannot build the accordant SVPs in s images. The SVP ranking
algorithm based on frequency is given in Algorithm 1.

2) Ranking Based on Stability in Multi-Photos: By ranking
based on frequency, the SFGs whose SVP appears in s images
are denoted as SFG{s}. For SFGs in SFG{s}, we further
rank them based on the scale-stability weights as shown
in (11). The SVP with bigger stability weight ranks higher.
For example, if wsp, > wspj, SFG; should be transmitted

‘ VWi ‘Imageua‘lmage#b
#i | SVWa SVWaz| SLD: | Wsp: e ~.
eee oo eee eee e X Y Scale
#N | SVWun SVWa| SLDy | Wepy
(@) (b)
Fig. 5. Structure of (a) SFG and (b) IFIS.

prior to SFG;. After ranking based on stability, all the SFGs
are ranked. Therefore, the system can send suitable size of
data automatically according to the channel condition. When
bandwidth is narrow, a small number of Salient Feature Groups
which ranked higher are preferentially sent to the server end
for retrieval. If the channel condition improves, more SFGs
which rank lower will be transmitted. In our system, each
SFG is independent and can be used for visual search solely.
The similarity between a dataset image and the query is
calculated by adding up the similarity score computed based
on each SFG.

B. Similarity Search

Dataset images also undergo the process of SIFT extraction
and feature quantization. Each dataset image is represented
as bag of words. Then we build Inverted-File Indexing
Structure (IFIS) to speed up the retrieval. However, compared
with traditional IFIS, our IFIS records the coordinates and
scale information besides the images’ ID for each visual
word as shown in Fig. 5 (b). In Fig.5 (a) the N SFGs
extracted from multiple relevant photos at mobile end with
their corresponding salient visual word pairs (SVW1, SVW3),
SLD and wsp are shown. In Fig. 5(b), VW; of IFIS denotes
the i-th visual word of IFIS. Image #a and image #b are
the images that contain VW,;. X, Y, and scale denote the
horizonal and vertical coordinates and scale information of the
corresponding feature that is assigned to SVW;; in image #a.

Given that N SFGs are extracted from multiple photos
at the mobile end, part of which will be selected and send
from mobile to server terminal to compute the similarity
score in turn. Images similarity calculation consists of the
following two steps: 1) SVP consistency verification, 2) SLD
similarity measurement. For SVP; of SFG;, we first search
the SVW;; and SVW;, through the inverted-file, only the
pictures containing both SVW;; and SVW;, can pass the SVP
consistency verification. In other words, we don’t store the
SVP as the index in inverted file, but construct the SVP only
if the database image conforms to the consistency verification
for SVP. Suppose that there are 7 pairs of qualified SVP
constructed in database image I, we calculate the similarity
score for the eligible database image / according to SLD as
follows:

Sim(Q, 1) = Xj_ exp (= |SDg; — SDij|) x wspy; (14)

where SDg; and SDj; denote the scale distances of the
Jj-th matched SVP respectively in query image Q and database
image I. wsp,; is the stability weight of the j-th matched
SVP in Q. Sim(Q, I) is the similarity measurement between
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Q and I, and higher score means higher similarity. Finally,
we rank all the retrieved images according to their similarity
score.

VII. EXPERIMENTS

We test the proposed approach on two datasets: Oxford
Buildings Dataset and GOLD [38], [45]. To show the effec-
tiveness of our approach, we compare our method with
query expansion [16], spatial coding [11], and sparse cod-
ing [34]. Some main factors that influence the performance
are discussed as well. In addition, we speed up the process
of mining salient visual words and show the performance.
Experiments are all carried out on a PC with 48G memory and
Intel® Core(TM)2, Quad CP Q8400 with 2.26GHz on Matlab.

A. Datasets

The Oxford Buildings Dataset consists of 5,062 images
collected from Flickr by searching for particular Oxford land-
marks, 11 landmarks in total. 55 query images given by Oxford
Buildings Dataset as test set. We suppose that the Oxford
Buildings Dataset is pre-saved in mobile end, so the first step
of our approach, obtaining multiple relevant photos, is run on
Oxford Buildings set. If the system is applied in reality, the
searching in the first step is conducted on photos stored in
mobile end.

GOLD is a geo-tagged large scale web image set associ-
ated with their geographic coordinates [38], [45], which is
crawled from Flickr through its API. GOLD contains more
than 227 thousand images together with 80 places-of-interests
which are selected from 60 world-wide cities with about
3.3 million images. We take it as disturbance when carrying
out experiments on Oxford Building dataset.

B. Baselines

To be convenient, our approach is called MP in the
following experiments. We compare our method with three
representative algorithms: (1) Query expansion (QE) [16].
In paper [16], a query region is given as input. To be fair
with our method, we carry out retrieval with the whole
image instead of query region. (2) Spatial coding (SP) [11].
SP encodes the relative position between matched features.
The similarity score between two images is calculated based
on spatial verification as in [11]. The spatial verification
proposed in paper [11] is applied in near duplicate image
retrieval (NDIR). Actually, for universal dataset, spatial coding
is too rigid, which requires the spatial map of matched features
to be identical. Hence, to make fair comparisons we slacken
the spatial constraint. If 90 percent of features around the
matched feature are consistent in spatial map, the two features
are truly matched. The methods QE, SP, and the proposed
approach, all use the same codebook with 61,724 visual
words. (3) Sparse coding (SC) [34]. Due to the extremely high
computational cost of compressing 61,724D BoW histogram,
we train a codebook which contains 8,623 visual words, and
compress the 8,623D BoW histogram into 1500 dimensions
by Lasso regression. Our approach uses the smaller cookbook
to perform experiments to be compared with SC as well.
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Fig. 6. Comparison between our method MP, query expansion QE and spatial
coding SP.

Average precision at the top N (AP@N) is the evaluation
criterion to measure the mean percent of relevant images in
the top N retrieved results. It is defined as:

AP@N = (1/K) x Z:{:] (Ri/N) (15)

where K is the size of test set, and R; denotes the number of
retrieved relevant images up to N for the i-th query image.

C. Performance Comparison

Experiments are conducted on Oxford Buildings Dataset.
M in the experiment is set to be 3 by pursuing tradeoff
between precision and consuming time. In the situation that no
multiple relevant photo is mined, image retrieval is carried out
based on BoW similarity. QE, SP, and SC are the baselines to
be compared with our approach. We use top ranked 20 SFGs
to execute retrieval.

Fig. 6 shows the average precision @ top N of MP, SP,
and QE in the condition of using 61,724 visual words. The
AP@10 of MP is 0.6127, which is higher than 0.5273 of
SP and 0.5218 of QE. Query expansion cannot achieve good
result when the query image is complicated, i.e. the object
region is not clear enough. Spatial coding does not perform
well as in NDIR owing to its over strict spatial constraint.
Our approach measures the difference of spatial layout in a
soft way, and explores the contextual information in multiple
relevant photos, so our proposed algorithm outperforms other
methods.

Furthermore, each SFG consists of one pair of SVP along
with its SLD and stability weight wgp. Each SVP contains
two SVWs. We store each SVW as unsign short integer,
i.e. two bytes is needed. SLD and wgp are set as floating type
(4 bytes). That is, every SFG needs 12 bytes memory. We only
use 20 SFGs for retrieval, so our method only transmits
240 bytes in total. The small amount of data is particularly
suitable for mobile image retrieval. In extreme condition, we
can use less than 10 group SFGs to seach images as well,
i.e the transmitted data is less than 120 bytes. To highlight
the remarkable small amount of data of our method, we list
the required amount of data of other approaches in Table 1.
It demonstrates that our approach needs the least bandwidth
source. We find that our approach only requires 4% of
the data of sparse coding [34]. Even though sparse coding
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TABLE I
THE REQUIRED DATA S1ZE OF MP, QE, SC, SP AND JPEG IMAGE

MP
240

QE SP SC
316K | 18K 6K

JPEG
385.8K

approaches
Data (bytes)

0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1

uMP
uSC

precision

10 20 30 40 50 60 70 80 90
top N

100

Fig. 7. Comparison between our method MP nd sparse coding SC.

compresses BoW histogram into 100 dimensions, 400 bytes
is still needed. And the performance will deteriorate if
the dimension of compact descriptor in sparse coding is
reduced.

In addition, we use a codebook that consists of 8,623 visual
words to test our approach and SC [34]. The small codebook
makes the visual words not distinctive enough. In this case,
using 20 SFGs cannot perform well. Therefore, 60 SFGs are
selected for retrieval in our method, and 1500D compressed
BoW histogram is used in SC. The result is shown in Fig. 7.
Our approach performs better because we introduce the spatial
layout between salient features. Moreover, the data volume
sent to the server end in our approach (720 bytes) is much
smaller than that in sparse coding (at least 3-4 KB).

D. Discussion

In our approach, the retrieval performance is influenced
by two main parameters: (1) M, i.e. the number of the
candidate multiple relevant photos; (2) L, i.e. the number
of the SFGs sent to the server end. We discuss the impacts
of the two parameters in our experiments. Besides, to confirm
the justifiability of the major parts of the proposed approach,
we add the following comparison experements: 1) comparison
about adopting SFG ranking or not; 2) comparison about
mining salient visual words from multiple relevant photos or
from single image; 3) measureing the influence of distance
and scale to spatial layout descriptor; 4) discussing the effect
of noisy image in multiple photos. Furthermore, we speed up
the process of exploring the saliency from multiple photos and
show the consuming time and precision. Finally, we test our
approach on GOLD dataset [38], [45].

1) Impact of M: For we have removed noisy images from
candidate multiple relevant photos in the stage of mining
multiple photos, the number of the multiple photos that
are actually used to explore the saliency is not definite.
We use M to discuss the impact of the number of the
multiple images. The parameter M, i.e. the number of the
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Fig. 8. Result of using different M.

candidate multi-relevant photos, has impact on both precision
and computational complexity. In the experiments, at most
20 groups of SFGs are sent to the server end no matter
how M is. As shown in Fig. 8, bigger M leads to better
performance, for the system can detect more stable SVPs and
give these SVPs bigger weights. In our approach, the SVPs
are ranked according to their frequency of occurrence and
stability in multiple photos. If a SVP occurs in more images
of the multiple queries, then it is likely more relevant to the
images about the scene in query. That is to say, if we use
bigger number of multiple photos, we can select the more
important SVPs. Therefore, the SVPs can be ranked more
exact with big number of multiple photos. The SVWs which
are more relevant to the theme of query play an important part
in retrieval. However, M is tightly related to the computational
cost, because the procedure of detecting ISP needs matching
features between multiple photos. Supposing that there are
S1 SIFT features extracted from the first photo and S2 from
the second, matching features between the two images
needs S1 x S2 times of matches. Each matching algorithm
involves 128 times of multiplication and one add operation.
If we use 3 photos, the matching operation will add extra
S3x 82 + S§3xS1 times given that there are S3 features in
the third image. The cost of increasing M is considerable
calculation. We must consider the tradeoff between
performance and complexity.

2) Impact of L: The number of the salient visual pairs L
sent to server end influences both the expended data volume
and the retrieval precision. We transmit 10, 20, 40 and 60 SFGs
seperately and test the performance. The average precision @
top 10 is 0.5818, 0.6127, 0.6236, 0.6272 respectively.
The results in Fig.9 demonstrate that the number of the
uploaded SFGs has influence on the retrieval precision, but
the impact is not remarkable. With the increasing of data,
the searching performs better. But when the number of the
SFGs reaches 40, the rising tendency of MP turns particularly
slow. According to the results, it is feasible to transmit
few SFGs when the channel condition is poor. In addtion,
even the bandwidth of wireless channel is wide enough,
users can send a little data to save online traffic. The above
experiments show that our method achieves scalabel retrieval
successfully.
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Fig. 10. Comparison ranking the features with transmitting them randomly.

3) Impact of Ranking Features or Not: To confirm that
our ranking scheme for SFGs is rational and effective, we
select 5 SFGs randomly (denoted by randomly) for retrieval
in contrast to 5 groups selected according to ranking order
(denoted by ranking). To highlight the effect of ranking, we
pick out 97 test images from Oxford Buildings Dataset which
are all able to mine multiple images. The correspoinding
precisions under top 10 to top 100 are shown in Fig.10
respectively. The average precision @ top 10 of ranking is
0.8742 which is higher than 0.7443 of selecting randomly.
The result in Fig. 10 shows that ranking scheme plays an
important role in improving performance, because ranking
scheme selects the features that contribute most to retrieval.

4) Impact of Using Multi-Photos or Single Photo: The
advantages of multi-relevant photos help to remove noisy
features and catch salient points. If we don’t use the multiple
queries, we wonder how the performance will be. For a single
image, we perform local feature refinement on it by resizing it
as in [10]. In our experiment, the original image is resized to
40 percent of original size in vertical and horizonal direction.
The feature that repeats in original and resized image is defined
as refined feature. Then the refined features are used for
building visual pairs and visual search. One visual pair in
single query is ranked according to the sum of TF-IDF values
of its two visual words. We compare the performances of
using 20, 50, and 80 visual pairs extracted from single photos
and multi-photos respectively. The result is shown in Fig. 11.
In Fig.11, MP and SQ denote using multi-photos and single
query. For image retrieval by single query, the refined feature

0.7

mSQ-20

u MP-20

precision

10 20 30 40 50 60
top N

Fig. 11. Result of using 20, 50, and 80 visual pairs generated in 3 relevant
photos and constructed in single photos respectively.

TABLE II
THE PERFORMANCE FOR THE 44 QUERIES

AP@N 10 20 30 40 50
Noise 0.6864 0.5409 0.4575 0.3920 0.3578
Nonoise | 0.6818 0.5409 0.4530 0.3949 0.3532

is the stable one that survives from affine transformation. But
it is likely that not the salient feature is closely relevant to
the key content of query image. Due to the impact of the
irrelevant features, a small number of viual pairs will not lead
to good retrieval result. Similar to the situation in MP, more
visual pairs lead to better performance. It is obvious that using
multi-relevant photos outperforms using single photo. Local
feature refinement can eleminate noisy and unstable ones
which are sensitive to deformation. But the refinement cannot
catch salient points which are relevant to the key content of
the image, while MP works remarkably in this aspect.

5) Impact of Noisy Image in Multiple Photos: In our exper-
iments, the threshold which is used to remove noisy images
in multiple photos is set as 1.77 empirically based on vast
observations. Actually, simply setting threshold cannot filter
out all the noisy images. However, the noisy images in multiple
photos influence the retrieval results little. To study the effect
of noisy image, we intentionally add a noisy image to the
mined multiple relevant photos. We analyze the effect of noisy
image in two cases: 1) multiple relevant photos are mined;
2) no multiple photos are mined. When the threshold is set
as 1.77, for 44 of 55 queries of Oxford Buildings Dataset,
multiple relevant photos can be mined. We computed the
average precision for the 44 queries in Table 2. We also test the
performance for the other 11 queries in the case of combining
a noisy image with original query as multiple photos. The
result is shown in Table 3. In Table 2 and 3, the term Noise
means adding noisy image to the multiple photos, similarly,
No noise means no noisy image added deliberately.

By  comparing the  performances shown in
Table 2 and Table 3, we find that the noisy image effect
much on the second case and little on the first case. In second
case, the noisy image is irrelevant to the query. So, few
SVWs are mined and fewer SVPs remained. And the
remaining SVPs likely do not represent salient visual content.
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TABLE III
THE PERFORMANCE FOR THE 11 QUERIES

AP@N 10 20 30 40 50
Noise 0.1273 0.0909 0.0727 0.0614 0.0509
No noise | 0.4091 0.3227 0.2697 0.2386 0.2127
0.
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Fig. 12. Comparing the performance when we use scale, distance, orientation
and combine them to describe the SVP.

Therefore, the noisy image deteriorates the performance in
this case. Actually, in this case the similarity score between
the noisy image and the query is very low, so the noisy
image can be removed by the threshold in reality. That is to
say, noisy images can be further removed during contextual
saliency exploring.

However, in first case, besides the noisy image, there still
exist other relevant multiple photos which make our approach
robust to noise. The reasons are as follows. First, identical
semantic points detection matches SIFT descriptors between
every two of multiple photos. Only a small part of the
SIFT features in noisy image are optimally matched with the
features in other photos. That is to say, few SIFT features
of noisy image are remained as SVW. Second, we construct
salient visual pairs with the SVWs. Each SVP consists of two
neighboring SVWs. And the SVPs are required to be accordant
in the multiple photos. Even though the noisy photo contains
SVWs, the SVPs in the noisy image are mostly not accordant
with the SVPs in other relevant photos. Hence, most of the
SVPs in the noisy images are removed. Thus, we can conclude
our approach is robust to the noisy images.

6) Impact of Different Spatial Constraints to Performance:
In this paper, SD is used as the spatial layout descriptor, which
utilizes the scales and spatial distance between two SVWs.
Actually, either the scale or the distance can be utilized
to describe the spatial layout solely. And the orientation of
the SVW is also usable. To convince that integrating the
scale and distance is better, we test the performance in four
conditions: 1) using total scale s (SVW},) + s (SVW},) as
SLD to describe the spatial layout for the [-th SVP in the
i-th image; 2) using distance d (SVW},, SVW},) as SLD;
3) the difference of the orientations o (SV Wlil) +o0(SV Wliz),
where o denotes the orientation; 4) combining orientation and
SD. In the fourth case, the final similarity score is the sum
of the similarity score of SD and orientation. The results are
shown in Fig. 12. In Fig. 12, Orient denotes the third case,
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Fig. 13. Performance comparison between original algorithm of mining SVW
and improved algorithm.
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Fig. 14. Performance of 3 methods on GOLD dataset.

and the term SD+Orient stands for the fourth case. The results
demonstrate that the Scale Distance performs the best.

7) Speeding Up the Process of Detecting SVW: The
proposed method of mining salient visual word is based
on ISP detection [14]. Detecting ISP needs to match SIFT
features between every two images. For one local feature in
an image, it is matched with all the features in other images
to detect the optimal matched pair. To speed up the process
of mining salient visual word, we perform feature matching
on features that are assigned to the same visual word. Thus
the scope of features that one SIFT feature is matched with is
shrunk tremendously. It takes an average of 4.27 seconds to
mine SVWs before. After we speed up the algorithm, it takes
an average of 0.41 seconds. The performance comparison
is shown in Fig. 13. OF denotes original algorithm, and
FF denotes fast algorithm. The retrieval precision of FF is
slightly inferior to OF, because some unstable points are
regarded as ISP in the case that few features are quantized
to the same words. In OF, average 440 ISPs are detected,
whereas in FF, average 838 ISPs are detected. A portion of
them are unstable actually.

8) Test on GOLD Dataset: The above experiments and
discussions are conducted on Oxford Buildings Dataset with
GOLD as disturbance. It is essential to test our method on
a bigger dataset. GOLD dataset contains about 270 thousand
images [38]. About 80 pairs of SVPs are used for retrieval.
We compare our approach MP with QE and SP. The hierarchi-
cal vocabulary used to quantify the two datasets has 8 levels,
and the branch factor of that is 10. The result in Fig. 14 shows
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that our approach is suitable for big dataset and outperforms
query expansion and spatial coding.

VIII. CONCLUSION

In this paper, a novel mobile visual searching algorithm
is proposed by exploring saliency from multi-relevant photos.
The proposed method can transmit less than 100 bytes data
when wireless channel suffers from bad situation, and send
more data to server end if bandwidth turns wide to improve
retrieval results. The performance of our approach can be
further improved by introducing GPS and time information in
the stage of mining multiple relevant photos. Our future work
focuses on further reducing the computational complexity,
especially in the procedure of capturing SVWs, and exploring
more excellent salient feature.
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