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Abstract— Recently, the emerging concept of ‘“unmanned
retail”” has drawn more and more attention, and the
unmanned retail based on the intelligent unmanned vending
machines (UVMs) scene has great market demand. However,
existing product recognition methods for intelligent UVMs cannot
adapt to large-scale categories and have insufficient accuracy.
In this article, we propose a method for large-scale categories
product recognition based on intelligent UVMs. It can be divided
into two parts: 1) first, we explore the similarities and differences
between products through manifold learning, and then we build
a hierarchical multigranularity label to constrain the learning
of representation; and 2) second, we propose a hierarchical
label object detection network, which mainly includes coarse-
to-fine refine module (C2FRM) and multiple granularity hier-
archical loss (MGHL), which are used to assist in capturing
multigranularity features. The highlights of our method are
mine potential similarity between large-scale category products
and optimization through hierarchical multigranularity labels.
Besides, we collected a large-scale product recognition dataset
GOODS-85 based on the actual UVMs scenario. Experimental
results and analysis demonstrate the effectiveness of the proposed
product recognition methods.

Index Terms— Large-scale product recognition, multiple gran-
ularity, object detection.

I. INTRODUCTION

ITH the rapid development of computer vision and
digital image processing based on deep learning in
recent years. Technologies about product recognition related
to intelligent unmanned vending machines (UVMs) are rapidly
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Fig. 1. Brief overview of our method. Before training, manifold learning is
used to build hierarchical multigranularity labels. During training, the hierar-
chical label detection network is used to learn the location and classification
of products.

emerging. The intelligent UVMs based on computer vision
have been successfully commercialized in some places and
brought more and more convenience to users. However, for
traditional UVMs, the process usually relies on mechanical
tools and a lot of sensors, and it has the disadvantage of
purchasing one item at a time, and the products that can
be sold are fixed. Different from traditional UVMSs, the core
technology of unmanned retail based on intelligent UVMs
scene is to recognize the products in the image collected
by the camera [1], [2], and have the following advantages:
1) it combined with deep learning have the superiority of
interaction and selectivity for the customer; 2) in addition,
it can monitor the number of products in real-time, and
efficiently customize the supplement plan, saving a lot of costs;
and 3) it can boost the potential commercial applications by
data of customer purchase behavior [3]-[5]. Therefore, proper
object detection and recognition method is the key to realizing
intelligent UVMs settlement. In this work, we focus on the
large-scale categories of product recognition based on the
intelligent UVMs scenario by combining detection network
and manifold learning as shown in Fig. 1.

There are many studies on intelligent UVMs. For the
existing product recognition methods, they mostly focus on
smart unstaffed retail shop [6]—[8], or consider the customer’s
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purchasing process [1], [9]. Their tasks were used to recognize
products that contain only ten distinct categories, which made
it impossible to achieve good results in large-scale category
recognition, especially in the case of dense placement. For
existing product datasets, they either focus on the side of
the products [10]-[12] or the categories are few and sparsely
distributed [1]. Especially in the scenario of intelligent UVMs,
Zhang et al. [1] constructed a dataset for multiclass beverage
detection. The datasets comprise ten categories of beverages
in the Chinese market, with an average of 4.56 instances
per image. Although the number of images has more than
30k, the product categories are very few and sparsely placed.
For practical applications, this is not appropriate, because
businesses always want to place more products and support
more abundant products. Our dataset can achieve nearly a
hundred kinds of large-scale product recognition and cover a
total of 85 categories of products. They include mineral water,
beverages, chewing gum, and milk. The products are densely
laid out, with an average of 22.97 instances per image, this
is in line with the actual needs. Therefore, the existing works
based on intelligent UVMs have the following problems.

1) The existing works support limited product categories.
This narrows the range of products that customers can
choose.

2) The existing methods do not consider the similarity
and differences between multigranularity features of
products. Generally, it is difficult to learn different fine-
grained features for similar products. Therefore, the
high similarity between different classes leads to poor
performance (such as beverages of the same brand with
different flavors).

The main challenge of this work is that the high intraclass
variance due to the angle and position, and the low interclass
variance due to the appearance, especially for the high vari-
ety of products. Therefore, considering these multigranularity
features of product, some factors should be noticed.

1) It is difficult to learn the fine-grained differences
between product categories, especially for the products
from the same class or the same brand. For example,
as shown in Fig. 2, all bottled water has the same top
contour structure, and most of their bottle caps are white
in color. Master kong jasmine honey tea and jasmine tea
have the same bottle cap and similar drink colors.

2) The potential coarse-grained correlation should be con-
sidered. For products that are very similar in appearance,
often have the same coarse-grained characteristics and
tiny fine-grained differences, both of which coexist. For
example, the top contour structure of mineral water is
round, but the colors of different categories have unique
fine-grained features. There are both commonness and
differences among them, so a proper approach to estab-
lish the constraint relationship is crucial.

In general, focusing on the shortcomings of existing meth-
ods and challenges, we have made efforts in the following
aspects.

1) Inspired by t-distributed stochastic neighbor embed-

ding (t-SNE) [13] in manifold learning, we exploit
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Fig. 2. Illustration of the similar products, in which the left figure of each
row indicates the position and category of products, and the right side is the
enlarged images.

the multigranularity characteristics of products and pro-
pose a scheme that explores similarities and differences
between products and build a hierarchical multigranu-
larity label. The main reason for using t-SNE is that it
can learn the distribution of data in the low-dimensional
manifold space through nonlinear dimensionality reduc-
tion and retain the essential characteristics of data.
It can be used to mine feature similarity among product
data and generate hierarchical multigranularity labels to
optimize the network’s learning of product features.

2) For making full use of the multigranularity features,
we propose a hierarchical label detection network.

On the whole, the highlight of our method is that it considers
the potential similarity between large-scale category products
and optimizes the learning through hierarchical multigranular-
ity labels. In addition, a hierarchical label detection network
is proposed, the potential multigranularity representation con-
straint information is added to refine the features.

In more detail, our method can be divided into two parts.

1) A scheme is used to generate hierarchical multigranu-
larity labels. It first explores the high-level differences
of products and maps them to the low-dimensional
space through manifold learning. Then combine some
products with similar feature distribution and generate
coarse-grained labels. Finally, combine with the original
annotations of the products themselves, we generate the
hierarchical multigranularity label for each item. It con-
tains multigranularity representations and constraints of
the product, and it will be used as annotation information
to guide the training.

2) A hierarchical label object detection network is used
to introduce the multigranularity annotation information
of products in the training stage and mainly includes
C2FRM and MGHL.

The C2FRM is designed to output multigrained categories,
and optimize the multigrained learning from coarse to fine
during training. The MGHL 1is designed to constrain the
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hierarchical interrelationship between multigrained labels.
Besides, to prove the effectiveness of our method, we con-
ducted experiments on the GOODS-85 dataset, which we
collected based on the actual UVMs scenario.

Our main contributions are as follows.

1) We explore the high-level differences and the potential
similarity between the products, build a hierarchical
multigranularity label inspired by manifold learning.
Optimize the learning of multigranularity features of
products.

2) We propose a hierarchical label detection network,
which mainly includes coarse-to-fine refine module
(C2FRM) and multiple granularity hierarchical loss
(MGHL). They, respectively, optimize the network’s
learning of multigrained features of products and
consider the hierarchical constraints interrelationship
between multigranularity labels.

3) Extensive experiments demonstrate the effectiveness of
the proposed method on the GOODS-85, which we col-
lected based on the actual UVMs scenario and includes a
total of 85 products. Experimental results show that our
model obtains better performance than existing methods.

The rest of the article is organized as follows. Related work

is reviewed in Section II. The proposed method is elaborated
in Section III. The dataset collected based on the actual UVMs
scenario is elaborated in Section IV. Experimental evaluation,
analysis, and the discussion of the related parameters are
presented in Section V. Finally, we conclude this work in
Section VI.

II. RELATED WORK

In this article, we first consider the characteristics of product
images in intelligent UVMs and get the multigranularity repre-
sentation of products inspired by manifold learning. Addition-
ally, we propose a product detection network, which optimized
the network for the learning of products’ multigranularity
features. Thus, in this section, we mainly introduce the related
work on product recognition based on intelligent UVMs and
object detection. Additionally then, we give a brief overview of
multigranularity representation and manifold learning method
and their application in various fields.

A. Product Recognition Based on Intelligent UVMs

The core technology of unmanned retail based on intelli-
gent UVMs scene is to recognize the products in the image
collected by the camera. Aiming at the intelligent UVMs in
the unmanned retail industry, many works have made many
contributions, which mainly include two parts: 1) the product
datasets and 2) the existing product recognition method.

For existing products datasets, Goldman et al. [10] assem-
bled a dataset and benchmark containing images of super-
market shelves. It contains a total of 110712 categories
of products, with an average of 147.2 instances per image.
Wei et al. [11] proposed a new dataset, which includes
200 categories of products for the automatic checkout task.
Unlike our work, it has the features of the products in multiple
perspectives, not only the top contour structure information.

Zhang et al. [1] considered the real-world scenarios of UVMs,
and constructed a large-scale dataset for multiclass beverage
detection. The datasets comprise ten categories of beverages
in the market of China, with an average of 4.56 instances per
image. Different from our work, we collect a dataset covering a
total of 85 categories of products. They include mineral water,
beverages, chewing gum, and milk. The products are densely
laid out, with an average of 22.97 instances per image.

Many works have made many contributions to product
recognition. Aiming at exploring the feasibility of implement-
ing the unstaffed retail shopping style, Liu et al. [6] proposed
a smart unstaffed retail shop scheme. Li et al. [7] proposed a
new data priming method to solve the domain adaptation prob-
lem in products’ automatic checkout. Besides, Zhang et al. [1]
divided the related tasks of customers in the purchase process
into static detection and dynamic classification. Kim ef al. [9]
proposed a system to recognize purchasing behavior by detect-
ing and tracking products in real-time using only camera sen-
sors. Li et al. [14] proposed a backbone network of DrtNet,
which adopts deformable convolution and group normalization
layers for detecting beverages. Liu ef al. [15] proposed a
binocular camera system to solve the problems of distortion
and coverage caused by the monocular camera in product
recognition. Unlike the existing method, our work focuses
on proposing a method for large-scale categories of prod-
uct recognition based on Intelligent UVMs, and effectively
improves the recognition performance. Use only information
from one camera for static product detection once during the
purchase process.

B. Object Detection

The key technology of product recognition based on intel-
ligent UVMs scene is object detection. Recently, a series of
object detection methods emerge in an endless stream and are
widely used in the industrial field. Among them, the one-stage
object detection methods based on anchor mechanism, such as
SSD [16], DSSD [17], YOLO [18]-[20], RetinaNet [21], etc.,
not only has good detection accuracy, but also greatly improves
the speed of object detection. In addition, the two-stage object
detection methods based on anchor mechanism, such as Faster
R-CNN [22], FPN [23], etc., have always occupied the highest
results of general object detection. Then with the advent of
CornerNet [24], object detection entered the era based on
anchor-free, and more advanced detection methods CenterNet
[25], ExtremeNet [26], FCOS [27] achieved better results.
These object detection methods have their advantages, which
gradually promote the development of computer vision.

More importantly, it is also very important in the indus-
trial field. Hu et al. [28] provided a survey, which exploits
deep learning for cancer detection and diagnosis. Said and
Barr [29] applied deep learning to pedestrian detection. Based
on the real-world surveillance video, Mabrouk and Zagrouba
[30] conducted abnormal behavior recognition through the
intelligent video surveillance system. Zhang et al. [1] and
Kim et al. [9] applied object detection method in the computer
vision to UVMs. However, they did not fully consider the
large-scale categories of products in the container. Combined
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with the multigranularity features of products, we propose
a better hierarchical label detection network for large-scale
categories products.

C. Manifold Learning

In order to generate multigranularity representations of
products, manifold learning is used to explore similarities and
differences between products using high-level features.

Manifold learning assumes that the data of interest actually
lie on an embedded nonlinear manifold within the higher-
dimensional space. Its main application is to learn the distrib-
ution of data in the low-dimensional manifold space through
nonlinear dimensionality reduction and to retain the essential
characteristics of data. It has been applied in various fields.
Yang et al. [31] proposed a semi-supervised algorithm called
ranking with local regression and global alignment (LRGA)
to learn the manifold space for data ranking. Hou et al. [32]
first attempted to explore the manifold in the label space in
multilabel learning. Zhao er al. [33] applied manifold learning
to transfer learning and reduced the distribution difference
between the source domain and target domain. He er al. [34]
proposed a PolSAR image classification method combining
nonlinear manifold learning with a fully convolutional net-
work. It is clear that manifold learning can well reflect the
essential characteristics of high-dimensional feature data and
has high applicability.

Among the manifold learning methods, t-SNE [13] is a
highly feasible and scientific way of nonlinear dimension
reduction and visualization. Pezzotti et al. [35] presented a
novel approach to the minimization of the t-SNE objective
function that has linear computational complexity. Priam [36]
believed that t-SNE and its variants lead to competitive nonlin-
ear embeddings which were able to reveal the natural classes.
Li and Yan [37] proposed a method for 3-D shapes isometric
deformation using t-SNE based on inner distance (In-tSNE).
In this work, we use t-SNE to mine feature similarity among
product data and generate hierarchical multigranularity labels
to optimize the network’s learning of product features.

D. Multigranularity Representation

Multigranularity representation is a kind of method com-
bining multigranularity features to study and analyze data.
In this work, in order to obtain better features, we explore
the multigranularity representation through manifold learning.

The multigranularity features can effectively improve the
learning degree of the network, which can be applied to other
fields. Wehrmann et al. [38] proposed architecture for hierar-
chical multilabel classification and discovered local hierarchi-
cal class relationships and global information. Yu et al. [39]
propose the spatial pyramid structure to enhance the vector
of locally aggregated descriptors (VLADs) for place recogni-
tion. Wang et al. [40] and Li ef al. [41] proposed the feature
learning strategy integrating discriminative information with
various granularities. Yang et al. [42] introduced multiple
granularity analysis frameworks for video segmentation in a
coarse-to-fine manner. Lue et al. [43] proposed a strategy inte-
grating global and local information in different granularities
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and spatial constraints for clothes retrieval. Wang et al. [44]
constructed multigranularity descriptors by mining the subor-
dinate level labels for fine-grand classification. Yu et al. [45]
devise a hierarchical deep word embedding (HDWE) model
which is a coarse-to-fine predictor to address click feature
prediction for fine-grand classification.

These existing methods fail to consider the potential con-
straints between granularity features of different levels. Most
importantly, its approach is not well extended to detection
tasks. In our work, we first mined the multigranularity features
of the data and then used it to optimize the training of our
proposed hierarchical label detection network.

III. METHOD
A. Overview

Our method consists of two major parts: hierarchical multi-

granularity labels and a hierarchical label detection network.

1) In the part of hierarchical multigranularity labels,
we propose a scheme for generating hierarchical multi-
granularity labels. It first explores the high-level differ-
ences of products and maps them to the low-dimensional
space through manifold learning, and then combines
some products with similar distribution and generates
coarse-grained labels. After being combined with the
original annotations of the products themselves, each
product contains coarse-grained and fine-grained cate-
gories labels, and these two labels have a subordinate
relationship. Then we combine these two kinds of labels
according to their affiliation, and finally, generate a
hierarchical multigranularity label for each item. It is
not only the representation of products in multiple gran-
ularities but also has the corresponding relation between
different granularities. It will be used as annotation
information to guide the training.

2) Hierarchical label detection network introduces the
multigranularity annotation information of products in
the training stage, which mainly includes C2FRM and
MGHL. As shown in Fig. 3. The C2FRM outputs coarse-
grained and fine-grained categories, and at the same time
optimize the network’s learning of multigrained features
of products from coarse to fine. The MGHL is designed
to consider the hierarchical constraints interrelationship
between coarse-grained and fine-grained labels, and fur-
ther optimize the learning of hierarchical multigranular-
ity features. Eventually, the total loss function used in
training is described in detail.

B. Hierarchical Multigranularity Labels

In the real UVMs scene, products have potential similarities,
S0 it is necessary to consider their hierarchical multigranularity
representation. In this section, we propose a scheme that is
used to generate hierarchical multigranularity labels. It mainly
consists of three parts: high-dimensional feature extraction,
feature reduction, and feature clustering: 1) high-dimensional
feature extraction firstly cuts out the product area in the image
and then extracts the features of the image containing only
a single product through CNN; 2) inspired by t-SNE [13]
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in manifold learning, feature reduction reduces the high-
dimensional features extracted in the previous step to 2-D
space and visualizes them; and 3) hierarchical label division
is used to cluster 2-D features after dimension reduction, and
the result of dividing is the coarse-grained category label cor-
responding to the products. Finally, combining coarse-grained
and fine-grained labels, we get hierarchical multigranularity
labels as the final annotations. The detailed methods are as
follows.

1) High-Dimensional Feature Extraction: To effectively
extract the features of each product, we crop images through
the bounding box from annotations and get an image gallery
containing only one product per image. Then we randomly
select 50 images of each product from the image gallery as
the collection of images of this product. So we end up with a
set of images of all the products.

In our work, ResNet [46] pre-trained on ImageNet is used
as the feature extraction network, and each image can be
represented as a higher-dimensional vector. It is a mapping
from image to geometric space and can be represent as .7 (-).
In detail, Imgﬁ represents the nth image in the set of product
category k, where the value of n € {I,2,...,49,50}, and
the value of k € {1,2,..., K — 1, K}, where K is the total
quantity of product category. The output feature x; represents
nth image feature in the set of product category k, it can be
represented as follows:

x; = Z(Imgk) (1)

where x; € R?, and the d is the dimension of the feature,
ief{l,2,...,50,51,...,50x K} is equal to 50 x (k—1)+n.
It is worth noting that the dimension of this feature is high, and
it is difficult to mine the potential similarity between products
by high dimensional features.

2) Feature Reduction: Feature reduction is used to better
mine and represent the potential feature similarity between
high-dimensional features, inspired by t-SNE [13] in manifold
learning. It first constructs the distribution of the data in high
and low dimensional spaces, respectively, and then aims to
fit the two distributions to the maximum extent possible. It is
a highly feasible and scientific way of nonlinear dimension
reduction and visualization.

In the high-dimensional space, the higher dimensional fea-
ture x; that we got in the previous step forms a feature set
that can be represented as X = {x,x2,...,Xs50xx}. For
two elements x; and x; in X, we use p; ; to represent the
distribution probability between them. The purpose of this
design is to satisfy the symmetry between the difference, and
p;; can be represented as follows:

Pjit Py

pi; = % @

where the conditional probability p;; to represent the proba-

bility that when x; is centered, x; is chosen as its neighbor.

Pp;); is exactly opposite with p;;. The difference of product

features can be modeled as Gaussian distribution. Mathemati-

cally, take p;; for example, it can be represented as follows:
exp(—llx; — x;11°/207)

P = (3)
/ D i EXP(=[1Xi — X [1?/207)

where o; is the variance of the Gaussian when x; is
centered.

In the low-dimensional space, we assume that the fea-
ture set after dimension reduction is represented as Y =
{¥1> Y2, -5 ¥soxk ), and g;; represents the distribution prob-
ability of y; and y;. Considering the crowding problem [13]
of data during the dimensional transformation, the difference
between the feature is modeled as a t-distribution with one
degree of freedom, and ¢;; can be represented as follows:

g = I+ lly; — .Yj||2)_l @
Y Zm#(l + 1y, — y1||2)71

where the y;, € R*, y; € R>, y,, € R* and y, € R* are the
elements of Y.

Our aim is to simulate the data distribution of high dimen-
sional space in low dimensional space and explore the differ-
ence between different products. Therefore, Kullback-Leibler
Divergence can effectively fit the two distributions, and the
specific cost function Cost can be represented as follows:

Dij
@wmzzzmmf ©)
j i

i

by minimizing the Cost(p]||q), the optimal feature set Y is
the feature set after dimension reduction. The visualization of
data distribution after feature reduction is shown in Fig. 4(a),
in which the distribution of 85 products in total.

3) Hierarchical Label Division: To divide the hierarchy
labels reasonably, we visualized the distribution of the product
after feature reduction, as shown in Fig. 4(a). Among them,
different categories are represented by different numbers.
Some products are usually distributed adjacent and have a
potential correlation. Therefore, based on our experience,
we select 10, 8, 6, 4, 2 coarse-grained categories, respectively,
and use k-means clustering to divide the products. The results
with hierarchical label division is shown in Fig. 4(b)—(f).
Among them, different colors indicate that products are
divided into different categories. After partitioning, based
on feature differences, we generate multigranularity labels
with hierarchical relationships. It includes the multigranularity
labels and the constraints between different hierarchies.

C. Hierarchical Label Detection Network

In this section, we propose a hierarchical label detection
network for product recognition, and at the same time, use
hierarchical multigranularity labels obtained from the above
section. As shown in Fig. 3. The base network is VGG16.
RPN and ROI Align are the same as Faster R-CNN [22] and
Mask R-CNN [47].

During inference, the hierarchical label detection network
extracts features through the base network, and the RPN is
used for regional proposal, and then the C2FRM is input
through the ROI Align. C2FRM will output probability with
different granularity, and we associate them as the final product
score. During training, in addition to the MGHL, regression
loss and classification loss were also used. MGHL is used
to constrain the multigranularity score output of C2FRM,
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Overview of our hierarchical label detection network, which mainly includes C2FRM and MGHL. In the process of training and reasoning, C2FRM

is used to output the multigranularity labels of each instance. MGHL only serves to guide learning during training.

specifically, the matrix product is used to establish the affil-
iation matrix and calculate its cross-entropy. In this way, the
constraint relationship between the multigranularity features is
further considered.

1) Coarse-to-Fine Refine Module: The C2FRM is used
to output the category labels with different granularity. Its
structure consists of fully connected layers, and its dense
connection mode makes it have an excellent nonlinear fitting
ability. We output the hierarchical multigranularity labels of
the products in an asymptotic manner, with the purpose of
making C2FRM guide the learning of features in a coarse-
to-fine way, which is equivalent to adding additional product
information.

As shown in Fig. 3, the whole C2FRM is composed of
four fully connected layers. Among them, two layers are
used to output coarse-grained classification and three layers
are used to output fine-grained classification, and they share
the parameters of the first layer. Hierarchical multigranularity
labels are used to constrain the multigranularity score output
of C2FRM. During training, this part includes three parts of
the loss function, the classification cross-entropy of coarse
granularity and fine granularity, respectively, and the MGHL.
The training process is the process of refinement of better
features.

2) Multiple Granularity Hierarchical Loss: We explore the
potential relationship between different granularity categories
and propose multigranularity hierarchical loss. It first calcu-
lates the affiliation matrix of category scores under differ-
ent granularity by matrix product, and then calculates the
cross-entropy of the affiliation matrix as the final result.

We discuss the impact of the different losses in our method
in Section V-C5.

In detail, for a given image, let p, € R¥/*! represents
the fine-grained categories score of the output, g, € REsx1
represents the ground truth of fine-grained categories label.
And p, € RK>! represents the coarse-grained categories
score of the output, g. € RX*! represents the ground
truth of coarse-grained categories label. Among them, Ky
and K. are the number of fine-grained and coarse-grained
categories, respectively. The MGHL can be represented by
MGHL(p,, p ) as follows:

MGHL(p,. p;) =— > (8. g} log(p. - p})  (6)

where the g.- g7 € RK>Kr, f . f1 € RX>X/ are the ground

truth of affiliation matrix and the output scores affiliation
matrix, respectively. The affiliation matrix is a 2-D matrix
with length K. and width K. The MGHL is obtained by
cross-entropy calculation on a 2-D affiliation matrix, which is
equivalent to increasing the length of the label compared to
the cross-entropy calculation based on 1-D labels.

The affiliation matrix represents the dependency relationship
between the coarse-grained and fine-grained category, with a
value of 1 if and only if the product belongs to both right
coarse-grained and fine-grained classes, and O in the remaining
cases. This shows that MGHL(p,, p;) can effectively sup-
press the wrong dependency relationship of product categories
under different granularity, and fully consider the potential
affiliation between category labels under different granularity.

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on September 01,2022 at 05:23:55 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LIU et al.: PRODUCT RECOGNITION FOR UNMANNED VENDING MACHINES

» ;’/zé
;3
- :
saf’ ‘:" i?‘ >
o Hy %%a
(a) (b) (©)
| | |
(d) () ()

Fig. 4. Visualization of the distribution of instances categories in low dimensional space. (a) Shows the results of original product data in a low dimensional
space, different categories are represented by different numbers. (b)—(f) Show the results with hierarchical label division when the coarse-grained category is
10, 8, 6, 4, 2. Among them, different colors indicate that products are divided into different categories.

3) Overall Loss function: We introduce in detail the overall
loss function of our proposed hierarchical label detection
network during training. The overall loss function consists
of two parts: 1) one is the same loss on PRN as Faster
R-CNN [22] and 2) the other part contains a total of four
items. Specifically, in addition to the MGHL mentioned above,
it also includes the bounding box regression loss, and the
classification loss includes fine-grained and coarse-grained,
respectively.

In detail, for a given image, the overall loss function can
be represented by L, as follows:

RPN RPN
L reg +L cls

+ MGHL + Lyeg 4+ LY 4 LS

cls

Ly = )

where the and LEN are the regression and classification
loss of the foreground on RPN as described in [22], the MGHL
is described in detail above. The bounding box regression
adopted smooth L1 loss function can be represented by L,
as follows:

N
Lreg = Z Z smoothy (llm — é\:n)

i€Positive me{cx,cy,w,h}

RPN
L re

®)

where N is the number of matched positive boxes, the [ and g
are the predicted box and the ground truth box, respectively,
as the same as described in [22]. The box center (cx, cy),
width w, and height & are the offsets used for regression.
Besides, the Lfls and Lg in (7) are the classification cross-
entropy of fine-grained and coarse-grained, respectively. They

can be unified and represented by L. as follows:

C
Las=— ) gjlogp; ©)
j=1

where C is the number of categories, g; is the ground truth
of category and p; is the output scores. The training process
is the process of refinement of better features.

IV. DATASET

In this section, to demonstrate the superiority of our method,
we construct a dataset that includes large-scale categories of
products. We briefly introduce the generation of our GOODS-
85 dataset. It can be divided into three parts: the process
of image collection on the actual container scenario, image
correction to avoid overlapping bounding boxes, and the
procedure of data annotation.

A. Image Collection

Our data acquisition platform is based on the container
of a four-tier, with a 300000-pixel high-definition fisheye
camera mounted on the top and center of each floor of
the container. The inner diameter of each floor is about
600 and 500 mm in length and width, and 350 mm in height.
Similar to an actual unmanned intelligent container, the high-
definition fisheye camera collects information directly above
the products. Compare with ordinary high-definition cameras,
high-definition fisheye cameras have a very wide field of view,
which allows the container to carry more items in limited
space, and can cover all products information in the container
to a large extent.

We collect different images by changing the type and
quantity of products in the container. An image is collected
for each shift of the products placed. In the end, there were
a total of 1047 pictures, each of a size of 640%480, covering
a total of 85 items. They include mineral water, beverages,
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Fig. 5. TIllustration of the spherical isometric projection correction model.

chewing gum, and milk. They are the most common products
in the Chinese market.

B. Image Correction

The images collected by the high-definition fisheye camera
have a very wide field of view, which can cover all the items
in the container completely. However, it can be seen from
the fisheye image that the products are staggered, and the
visible area of the products at the boundary of the container
is small, especially in the case of dense items. So when the
bounding boxes are overlapped seriously, it will result in poor
performance if only the original fisheye image is used.

In order to avoid this problem, inspired by [48], we adopt
the idea of mathematical modeling to correct the distortion
of the fisheye image. It can stretch the fisheye image from
the center position to the surrounding position by spherical
isometric projection correction model, so as to avoid the
serious overlapping of bounding boxes caused by the dense
spatial position, and improve the detection performance.

The spherical isometric projection correction is a nonlinear
projection correction model, which describes the correspon-
dence between the points on the spherical surface and the
plane image. In this section, our aim is to map each point in
the original image to the corrected plane. The model can be
represented as Fig. 5, where O, and P, are the points on the
original plane before correction, O, and P. are the points on
the plane after correction, and P, is the point on the sphere. R,
@, and 6 are the distance and angle parameters of the sphere.

We set the original image in the x O,y plane, the coordinate
of P, in the original image can be represented as (x,, y,)-
Then, the point P, is mapped to point P, after correction,
and the coordinate of P, in the corrected image can be
represented as (x., y.). The principle of spherical isometric
mapping correction model can be explained as follows: for any
point P, on the surface of sphere, its deviation angle in the
vertical direction can be represented as ¢, and the relationship
between ¢ and the radial distance O, P, in the image plane
can be represented as follows:

_ OOPO

P x 90° (10)

where R is the radius of the view of the container in the
original image.
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Fig. 6. TIllustration of the sample images collected by us: (a) and (b) are
examples of before and after the correction, respectively.

Then, the radial distance O, P, in the corrected image plane
can be represented as follows:

O.P. =R xtang (1)

then the horizontal and vertical coordinates x. and y, of point
P, in the corrected image can be calculated by the following
equation, respectively:

X, = O.P. x cosf (12)

Yo = O.P. X sin6 (13)

where 6 is the deflection angle of point P, in the x O,y plane.
It can be represented as follows:

6 = tanh &.

Xo

Since the corrected image size tends to infinity theoretically,

we only ensure that the products appear intact in the corrected

area. After the above correction algorithm, point P, in the

original image is mapped to point P. in the corrected image.

Effectively avoids the problem of the small visual area of items

placed on the boundary of the container and serious overlap

of the bounding box, especially in the case of dense items.
Some sample images are shown in Fig. 6.

(14)

C. Image Annotation Procedure

In the end, there are a total of 1047 pictures, each of a size
of 640*480, covering a total of 85 items. They include mineral
water, beverages, chewing gum, and milk. For each category
of product in the image, we manually labeled the category
to which it belongs. For properly placed items, we have
labeled the top of the item area, and the bounding box can
cover the top contour of the items well. For some items at
the boundary of an image or obscured by others, we try to
cover the area visible to the items as much as possible. More
importantly, such placement rules are not allowed in the actual
situation. Moreover, a total of 24051 instances were labeled
with category labels and bounding boxes.

The distribution of images and instances in the dataset is
shown in Table I. There are about 100 to 1000 instances of
each category. In addition, the number of products in each
image is very dense, which can contain 57 products at most.
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TABLE I

SAMPLE DISTRIBUTION OF IMAGES AND INSTANCES IN DATASET (IMAGES
INDICATE THE NUMBER OF IMAGES, AND OBJECT DENOTES
THE NUMBER OF INSTANCES)

Distribution Instances
Data Type trainval test Category ‘ per image
. Image 733 314
Detection Object 77705 5756 85 ‘ 22.97

V. EXPERIMENTS

In this section, we first briefly introduce our experimen-
tal settings. And then, in the results and analysis section,
we compare other methods and ablation experiments. Finally,
we discuss the relative parameters in our method.

A. Experimental Settings

1) Compared Methods: A brief introduction of the com-
pared approaches is as follows.

1) Faster R-CNN [22]: Two-stage object detection network,
which introduces a region proposal network (RPN) that
shares convolutional features and enables nearly cost-
free region proposals.

2) SSD [16]: One-stage object detection network, which
combines predictions from multiple feature maps with
different resolutions to naturally handle objects of vari-
ous sizes.

3) YOLOv3 [20]: One-stage object detection network, com-
bined with multiscale predictions and a better backbone
classifier, is extremely fast and accurate.

4) RetinaNet [21]: One-stage object detection network,
adopt the feature pyramid network (FPN) from [23] as
the backbone network and efficiently constructs a rich,
multiscale feature pyramid from a single resolution input
image.

5) CornerNet [24]: Approach to object detection based on
anchor-free, which detects an object bounding box as a
pair of key points, the top-left corner, and the bottom-
right corner, using a single convolution neural network.

6) CenterNet [25]: Approach to object detection based
on anchor-free, which explores the central part of a
proposal, use a triplet, instead of a pair, of key points
to represent each object.

7) FCOS [27]: Approach to object detection based on
anchor-free, which detects an object bounding box by
predicting the deviation of a pixel to the center of its
corresponding bounding box.

8) Ours: Our method for hierarchical label detection is
based on the actual UVMs scene. Based on the visual
characteristics of products, we use manifold learning
to generate hierarchical multigranularity labels, propose
C2FRM and MGHL to optimize the learning of product
features during training.

2) Performance Evaluation: For performance evaluation,
a widely used metric mean average precision (mAP) was
calculated for products in our experiment. It can be calculated

TABLE II

QUANTITATIVE RESULTS IN TERMS OF MAP IN COMPARISON OF STATE-
OF-THE-ART OBJECT DETECTION MODELS ON GOODS-85 DATASET

Method Backbone Size mAP
Two-stage Faster R-CNN [22] VGG16 600 91.9%
SSD [16] VGGI16 512 91.2%
One-stage YOLOV3 [20] Darknet-53 608 89.1%
RetinaNet [21] ResNet50-FPN | 600 84.9%
CornerNet [24] Hourglass-104 511 92.1%
Anchor-free CenterNet [25] Hourglass-104 511 90.4%
FCOS [27] ResNet50-FPN | 600 | 90.4%
Ours VGGI16 600 | 93.7%
by the following formula:
1 m
mAP = EZAP,» (15)

i=1
where m represents the number of categories of products. The
idea of average precision (AP) can be conceptually regarded
as calculating the area under the precision and recall curve of
each product. The calculation formula of AP can be expressed

as follows:
1
AP = H Z pinterp(r) (16)
r€{0,0.1,...,1}
where pinerp(r) = maxprs, p(7) represent the maximum

precision when recall equals to r. Among them, the precision
and recall rate can be expressed as follows:

TP -
P = Tp 1 Fp
TP
P (18)
TP + FN

where TP, FP, and FN are the true positive, false positive, and
false negative sample quantity of products, respectively.

3) Implementation Details: The proposed method is imple-
mented by PyTorch. The base network adopts the pre-model
of VGG16 in ImageNet. Each batch consists of one image on
each GPU. We set the coarse-grained categories label to 6.
We use the SGD optimization algorithm to train the network,
and set the weight decay to be 0.0001 and momentum is set
to be 0.9. For the detection head, the initial learning rate is
0.001 for the first 30 epoch, which decays by a factor of
10 for the next 20 and 10 epoch, and training stops after
60 epochs. All the experiments are conducted on a workstation
with 8 GTX-1080Ti GPUs.

B. Results and Analysis

1) Objective Comparison: To prove the effectiveness of our
method, we conducted experiments on the GOODS-85 dataset
and SmartUVM [1] dataset. In Table II, we compare the classic
object detection methods of one-stage, two-stage, and anchor-
free in recent years. Compared with the classic two-stage,
and one-stage methods for general object detection, such as
Faster R-CNN [22], SSD [16], etc., the two-stage method has
a better effect due to its strong adaptability to small-scale
items. At the same time, the high similarity between categories
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TABLE III

QUANTITATIVE RESULTS IN TERMS OF MAP IN COMPARISON OF
STATE-OF-THE-ART OBJECT DETECTION MODELS
ON SMARTUVM [1] DATASET

Method Backbone Size | mAP
Faster R-CNN [22] VGG16 600 90.8%
SSD [16] VGG16 512 91.2%
YOLOV3 [20] Darknet-53 608 91.0%
RetinaNet [21] ResNet50-FPN 600 90.9%
CornerNet [24] Hourglass-104 511 91.3%
CenterNet [25] Hourglass-104 511 91.4%
FCOS [27] ResNet50-FPN | 600 91.6%
Ours VGG16 600 | 92.1%

and the anchor design also limits the effect of the one-stage
methods. The method based on anchor free can also achieve
good performance, such as CornerNet [24] reaching 92.1% of
the mAP. However, when an image contains many of the same
products, and they are placed densely, it will bring a certain
difficulty to the selection of the center point and the matching
of corner points. Based on the characteristics of the products,
our method considers the similarity between products and
achieves the best performance on the GOODS-85. Compared
with the anchor Free method, our method improves by 1.6%.
Compared with the one-stage and two-stage methods, our
method improves by 1.8%—2.5%.

In Table III, we also compare typical detection methods.
However, SmartUVM [1] dataset is different from ours, which
only contains ten beverages with obvious differences, and its
features are easier to learn. Also, since the dataset has fewer
categories, the number of coarse-grained category labels in our
method is set to 4. We can see that on SmartUVM [1], com-
pared with Faster R-CNN [22], the one-stage based methods
have better performance. In addition, The methods based on
anchor free are still excellent. It can be found that although
the advantages of our method cannot be fully exploited on this
dataset, it can still bring about an improvement of about 0.5%.

2) Ablation Experiments: To prove the effectiveness of each
part of the C2FRM and MGHL. In order to ensure that the
experiment is not affected by other factors, we use the VGG16
as the backbone in these experiments. The experimental results
are shown in Table IV. The first row indicates that the results
of the experiment where the above mentioned are not used,
and the product classification part uses only original category
labels. The second row indicates that using the C2FRM as
the output head of the product classification, and adding the
hierarchical multigranularity labels of products can make the
mAP improved by 1.0%. In addition, from the last row of
the table, the addition of MGHL can increase the mAP by
about 0.8% on this basis. Using two parts of C2FRM and
MGHL at the same time can get better performance in product
recognition.

Experiment results demonstrate that adding C2FRM can
effectively improve the mAP of product recognition. Since
forcibly learning the fine-grained difference between similar
products will affect the stability of the network, and the
C2FRM can use the hierarchical multigranularity labels, and
its constraints improve the network stability. The MGHL is

IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS

TABLE IV

RESULTS OF ABLATION EXPERIMENTS USING C2FRM AND MGHL OF
OUR METHOD ON GOODS-85 DATASET

Backbone(VGG16) | C2FRM | MGHL | mAP
v 91.9%
v v 92.9%
v v v 93.7%

Fine-grained category

Coarse-grained category
I — I — [

Affiliation Matrix

Fig. 7. Visualization of the hierarchical multigranularity outputs of products,
which includes five products from top to bottom. The hierarchical multigran-
ularity outputs of each product are composed of three parts. The left side is
the output score of coarse-grained, the top side is the output score of fine-
grained, and the rest is the affiliation matrix, which is obtained through the
matrix product of the two kinds of output score.

calculated based on the affiliation matrix, and it is used to
constrain the affiliation between different granularities. The
classification requirements are met only when the products are
classified correctly under different granularities. In particular,
comprehensive considerations of C2FRM and MGHL can
bring a degree of improvement in this task.

C. Discussion

In this section, we completely discuss the works and con-
tributions involved in our proposed methods. We split the
discussion into six parts.

1) The effect of hierarchical multigranularity labels.

2) The heatmap visualization.

3) Discussion about our architecture of other backbones,
mentioned in Section III-C. To illustrate the validity of
our entire network structure, we have chosen another
backbone as the base network to compare results.

4) Discussion of the impact of the hierarchical label divi-
sion in our method, mentioned in Section III-B3.

5) Discuss the loss function of the affiliation matrix in the
MGHL, mentioned in Section III-C2.

6) The effect of high-dimensional feature extraction net-
work, mentioned in Section III-B1.

1) Effect of Hierarchical Multigranularity Labels: The first
part of the discussion is a visual analysis of the effect of
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Fig. 8. Comparison of the feature map visualization: (a) is the original
images, (b) is the result of not adding the C2FRM and MGHL, and (c) is the
result of using the C2FRM and MGHL we proposed.

hierarchical multigranularity labels. We have visualized the
hierarchical multigranularity outputs, then artificially listed
some cases of products, and analyzed the reasons why the
hierarchical multigranularity labels are effective.

As shown in Fig. 7, we list the hierarchical multigranu-
larity outputs of five different products in different images.
The hierarchical multigranularity outputs of each product are
composed of three parts. The left side is the output score of
coarse-grained, the top side is the output score of fine-grained,
and the rest is the affiliation matrix. Among the visualization
region, the category score is higher, and the responses to the
region are stronger. Similar products can be suppressed by the
affiliation matrix, thus making the output more accurate. This
is embodied that through hierarchical multigranularity outputs,
the response of the correct category region is always high,
while the response intensity of incorrect categories becomes
weaker. Besides, It is worth noting that for similar products
belonging to the same coarse-grained category, the stability of
the model will be affected if the network forces them to learn,
and the multiple constraints of hierarchical multigrained labels
can effectively mitigate this effect.

2) Visualization: Different from the general object detec-
tion, the products are densely laid out and there is high
intra-class variance and low inter-class variance. Therefore,
accurate response to the location and features of the product
is critical. Inspired by [49], whose validity has been proven.
We calculated and visualized the heatmap of the feature map
output by feature extraction, and the guidance of C2FRM and
MGHL made the response of the product area stronger.

As shown in Fig. 8, we artificially selected some images
including different product categories and different distrib-
utions for feature visualization. For each image, (b) is the
heatmap without our C2FRM and MGHL, and (c) is the
heatmap with our C2FRM and MGHL. Compared to not
adding C2FRM and MGHL, the network pays more attention
to the region getting more features of products. Besides, it can

11

TABLE V

PERFORMANCE COMPARISON FOR DIFFERENT BACKBONE ON
GOODS-85 DATASET. C2FRM AND MGHL ARE ABBREVIATIONS
FOR C2FRM AND MGHL, RESPECTIVELY

mAP
Backbone C2FRM | MGHL | C2FRM | MGHL | C2FRM | MGHL
v v v

VGG16 91.9% 92.9% 93.7%
VGG16-FPN 92.2% 92.9% 93.8%

VGG19 93.1% 94.0% 94.2 %
VGG19-FPN 92.8% 93.7% 94.0%

ResNet50 80.6% 82.3% 83.3%
ResNet50-FPN 91.8% 92.2% 92.8%
ResNet101 83.0% 84.3% 85.3%
ResNet101-FPN 92.2% 93.5% 93.8%
ResNet152 84.1% 83.6% 84.3%
ResNet152-FPN 92.1% 93.0% 93.7 %

directly indicate the importance of the activation at spatial
position effectively. The visualization results show that the
areas of network attention are focused on products. It indicates
that the C2FRM can play a role in making the network pay
attention to products. Among the top region of products,
feature extraction networks can extract features effectively,
and there are almost no differences due to different product
categories.

3) Discussion About Other Backbones: To illustrate the
validity of our network structure and the universality of
this method. In this section, we used different networks
as the backbone for comparison. The experimental results
compare our architecture with four different backbones, such
as VGG19, ResNet50, ResNet101, and ResNet152. As shown
in Table V, for each base network, the first column is the
result using the convolutional neural network, which is used
as the baseline. Our method result is represented as the last
two columns in each backbone, and the C2FRM and MGHL
as described in Section IV-C. Besides, in order to prove the
validity of its structure, we did not add data augmentation in
this experiment.

As the result shown in Table V, our method using VGG19 as
the backbone has a better performance than other backbones.
According to our analysis, the reason for the poor performance
of using ResNet as a backbone is that ResNet is good at
extracting deep semantic information of the object, and the
products need more shallow features due to the small object
size, dense placement, and high similarity between classes.
At the same time, our structure can greatly improve the
results of the original basic network. In addition, in order to
prove this point of view, we added the additional FPN [23]
structure. It can be seen that the FPN was used to integrate
the shallow features, which brought a great improvement in
ResNet. Compared with VGG19, VGG19-FPN has deeper
network layers, thus increasing the difficulty of learning. It is
worth noting that our method can be improved no matter what
backbone is used. For our proposed C2FRM with the backbone
of VGG19, the performance of mAP object detection results
was increased by 0.9%, which proves the effectiveness of our
proposed module can effectively refine the multigranularity
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TABLE VI

PERFORMANCE COMPARISON OF USING DIFFERENT LOSS FUNCTIONS
f/f\’ffm(-) OF AFFILIATION MATRIX IN MGHL ON GOODS-85 DATASET

Method mAP
Baceline(without MGHL) | 92.9%
MGHL(Tversky Loss) 92.7%
MGHL(IoU Loss) 93.0%
MGHL(Focal Loss) 93.1%
MGHL(Dice Loss) 93.2%
MGHL(CE Loss) 93.7%

features of the products, it is effective in product detection and
recognition. Consider the affiliation between multigranularity
level labels. The model training by MGHL can add stronger
constraint relationships to a certain extent and achieve better
performance, and the performance of mAP is increased by
1.2% on the method.

4) Discussion About Hierarchical Label Division: As
described above, the feature distribution of different products
has some potential correlation. The distribution of the prod-
uct after feature reduction is shown in Fig. 4(a). Therefore,
we divide the coarse-grained categories of products accord-
ing to their original fine-grained features. Most importantly,
there are mutual constraints between coarse-grained and fine-
grained labels, which will help the network learn the multi-
grained features of the products.

The number of categories after the hierarchical label divi-
sion is crucial, which determines whether the added coarse-
grained constraint labels are appropriate. If the number of
divisions is too small, it will introduce inappropriate over-
constraint information. On the contrary, if the number of
divisions is too large, it will not have sufficient effects. The
appropriate hierarchical label division is obtained by the trade-
off performance.

Fig. 9 shows the relationship between division selection
and performance of product detection results. It is shown that
regardless of whether MGHL is used, the division value of
6 can maximize the accuracy of products detection, and with
the increase of it, the constraint information of multigranularity
labels is getting weaker and weaker, and it is difficult to bring
obvious improvement. Through the trade-off, we chose the
division value as 6.

5) Discussion About Multiple Granularity Hierarchical
Loss: As described in Section III-C2 (6), the MGHL first
calculates the affiliation matrix of category scores under dif-
ferent granularity by matrix product and then calculates the
cross-entropy of the affiliation matrix as the final result. In the
MGHL, the choice of loss function of the affiliation matrix is
an important and difficult issue. The final loss function can be
represented by MGHL as follows:

MGHL(pc’ pf) = f/fffm(pc . p;)

where f{ (-) represent the loss function of affiliation matrix.

We compare several typical loss functions in the field of
medical image segmentation to deal with sample imbalance
such as Dice loss [50], Tversky loss [51] and the traditional
classification methods CE Loss and Focal loss [21]. The

19)
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Fig. 9. Comparison of mAP of products detection using MGHL.
TABLE VII
PERFORMANCE COMPARISON OF USING DIFFERENT MODEL
PRE-TRAINED ON IMAGENET IN HIGH-DIMENSIONAL
FEATURE EXTRACTION
Feature Feature Feature
Extracter mAP Extracter mAP Extracter mAP
ResNet50 93.7% | DenseNet50 | 93.6% | ResNeXt50 93.0%
ResNet101 93.8% | DenseNetlOl| 93.6% | ResNeXtl101 | 94.0%
ResNet152 93.6% | DenseNetl52| 93.7% | ResNeXt152 | 93.8%

performance is shown in Table VI. A proper loss function
of the affiliation matrix is the main factor of product classi-
fication. The excessive and insufficient loss function of the
affiliation matrix can lead to poor performance. Compared
with the loss function used in the field of medical image
processing, it is not suitable for this task because it mainly
deals with the imbalance of labels and lacks the constraint
ability for outputs. Focal loss increases the learning weights
of positive and negative samples based on CE loss and it
can force the network to learn the differences of samples.
Therefore, the focal loss is not robust enough for outlier
samples. The model training by cross-entropy can add stronger
constraint relationships to a certain extent and achieve better
performance, and the performance of mAP is increased by
0.5%-1.0% on the method.

6) Effect of High-Dimensional Feature Extraction Network:
As described in Section III-B1, we use the model pre-trained
on ImageNet to extract the high-dimensional features of the
products, and each image can be represented as a higher-
dimensional vector. What needs to be emphasized is that
we consider the general consensus in various fields, and use
ResNet50 as a tool to extract features, but it is not limited to
ResNet50. To prove it, we compared networks with high level
semantic feature extraction capabilities, such as ResNet [46],
DenseNet [52] and ResNeXt [53]. As shown in Table VII,
the experiment in this part retains the same experimental
settings as above. It can be seen from the results that the
use of different feature extraction networks to extract high-
dimensional features has strong robustness and little impact
on the final performance. This conclusion is also obvious,
because it is only a preliminary feature extraction, and after
the manifold learning, it will not even affect the division of
the coarse-grained label of the item.
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VI. CONCLUSION

In this article, firstly, we propose a scheme to mine the
similarities and differences of products and generate more fea-
sible information for guidance training. Secondly, we propose
a hierarchical label detection network and optimize the net-
work’s learning of multigrained features of products. Finally,
we collect a GOODS-85 dataset based on the actual UVMs
scenario. Experimental results demonstrate that our method
outperforms other state-of-the-art methods in two benchmarks.
On GOODS-85, the use of our method get better performance
of product recognition and improved the mAP to 93.7%.
Compared with other typical detection methods, our methods
were all improved the mAP by more than 1.6%. In the future,
we will focus on: 1) improving the scalability of the algorithm,
to satisfy the demands of products categories dynamically
changing with time in practice; and 2) extending the algorithm
to other similar tasks by more explorations.

REFERENCES

[1] H. Zhang, D. Li, Y. Ji, H. Zhou, W. Wu, and K. Liu, “Toward new
retail: A benchmark dataset for smart unmanned vending machines,”
IEEE Trans. Ind. Informat., vol. 16, no. 12, pp. 7722-7731, Dec. 2020.

[2] B. Hu, N. Zhou, Q. Zhou, X. Wang, and W. Liu, “DiffNet: A learning
to compare deep network for product recognition,” IEEE Access, vol. 8,
pp. 19336-19344, 2020.

[3] Y. Zheng and Y. Li, “Unmanned retail’s distribution strategy based on
sales forecasting,” in Proc. 8th Int. Conf. Logistics, Informat. Service
Sci. (LISS), Aug. 2018, pp. 1-5.

[4] H. Zhang, D. Li, Y. Ji, H. Zhou, and W. Wu, “Deep learning-based
beverage recognition for unmanned vending machines: An empirical
study,” in Proc. IEEE 17th Int. Conf. Ind. Informat. (INDIN), Jul. 2019,
pp. 1464-1467.

[5] Y. Wei, S. Tran, S. Xu, B. Kang, and M. Springer, “Deep learning for
retail product recognition: Challenges and techniques,” Comput. Intell.
Neurosci., vol. 2020, pp. 1-23, Nov. 2020.

[6] L. Liu, B. Zhou, Z. Zou, S.-C. Yeh, and L. Zheng, “A smart unstaffed
retail shop based on artificial intelligence and I0T,” in Proc. IEEE 23rd
Int. Workshop Comput. Aided Modeling Design Commun. Links Netw.
(CAMAD), Sep. 2018, pp. 1-4.

[7]1 C. Li et al., “Data priming network for automatic check-out,” in Proc.
27th ACM Int. Conf. Multimedia, Oct. 2019, pp. 2152-2160.

[8] L. Zhang, D. Du, C. Li, Y. Wu, and T. Luo, “Iterative knowledge
distillation for automatic check-out,” IEEE Trans. Multimedia, vol. 23,
pp. 4158-4170, 2021.

[9] D. H. Kim, S. Lee, J. Jeon, and B. C. Song, “Real-time purchase behav-

ior recognition system based on deep learning-based object detection and

tracking for an unmanned product cabinet,” Expert Syst. Appl., vol. 143,

Apr. 2020, Art. no. 113063.

E. Goldman, R. Herzig, A. Eisenschtat, J. Goldberger, and T. Hassner,

“Precise detection in densely packed scenes,” in Proc. IEEE/CVF Conf.

Comput. Vis. Pattern Recognit. (CVPR), Jun. 2019, pp. 5227-5236.

X.-S. Wei, Q. Cui, L. Yang, P. Wang, and L. Liu, “RPC: A large-scale

retail product checkout dataset,” 2019, arXiv:1901.07249.

Y. Bai, Y. Chen, W. Yu, L. Wang, and W. Zhang, “Products-10K: A

large-scale product recognition dataset,” 2020, arXiv:2008.10545.

L. van der Maaten and G. Hinton, “Visualizing data using t-SNE,”

J. Mach. Learn. Res., vol. 9, pp. 2579-2605, Nov. 2008.

D. Li, H. Zhou, G. Li, B. Yang, F. Gao, and H. Zhang, “DrtNet:

An improved RetinaNet for detecting beverages in unmanned vending

machines,” in Proc. IEEE Int. Symp. Product Compliance Eng.-Asia

(ISPCE-CN), Nov. 2020, pp. 1-6.

L. Liu, J. Cui, Y. Huan, Z. Zou, X. Hu, and L. Zheng, “A design of

smart unmanned vending machine for new retail based on binocular

camera and machine vision,” IEEE Consum. Electron. Mag., vol. 11,

no. 4, pp. 21-31, Jul. 2022.

W. Liu, D. Anguelov, and, “SSD: Single shot multibox detector,” in

Proc. ECCV. Cham, Switzerland: Springer, 2016, pp. 21-37.

C.-Y. Fu, W. Liu, A. Ranga, A. Tyagi, and A. C. Berg, “DSSD:

Deconvolutional single shot detector,” 2017, arXiv:1701.06659.

[10]

(1]
[12]
[13]

[14]

[15]

[16]

(17]

(18]

[19]

[20]
[21]

[22]

[23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

[31]

(32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

13

J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You only look
once: Unified, real-time object detection,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit. (CVPR), Jun. 2016, pp. 779-788.

J. Redmon and A. Farhadi, “YOLO9000: Better, faster, stronger,” in
Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jul. 2017,
pp. 7263-7271.

J. Redmon and A. Farhadi, “YOLOV3: An incremental improvement,”
2018, arXiv:1804.02767.

T.-Y. Lin, P. Goyal, and, “Focal loss for dense object detection,” in Proc.
ICCV, Oct. 2017, pp. 2980-2988.

S. Ren, K. He, and, “Faster r-cnn: Towards real-time object detection
with region proposal networks,” in Proc. Adv. Neural Inf. Process. Syst.,
2015, pp. 91-99.

T.-Y. Lin, P. Dollar, R. Girshick, K. He, B. Hariharan, and S. Belongie,
“Feature pyramid networks for object detection,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit. (CVPR), Jul. 2017, pp. 2117-2125.

H. Law and J. Deng, “CornerNet: Detecting objects as paired keypoints,”
in Proc. Eur. Conf. Comput. Vis. (ECCV), Sep. 2018, pp. 734-750.

K. Duan, S. Bai, L. Xie, H. Qi, Q. Huang, and Q. Tian, “CenterNet:
Keypoint triplets for object detection,” in Proc. IEEE/CVF Int. Conf.
Comput. Vis. (ICCV), Oct. 2019, pp. 6569—-6578.

X. Zhou, J. Zhuo, and P. Krahenbuhl, “Bottom-up object detection by
grouping extreme and center points,” in Proc. IEEE/CVF Conf. Comput.
Vis. Pattern Recognit. (CVPR), Jun. 2019, pp. 850-859.

Z. Tian, C. Shen, H. Chen, and T. He, “FCOS: Fully convolutional
one-stage object detection,” in Proc. IEEE/CVF Int. Conf. Comput. Vis.
(ICCV), Oct. 2019, pp. 9627-9636.

Z. Hu, J. Tang, and, “Deep learning for image-based cancer detection
and diagnosis-a survey,” Pattern Recognit., vol. 83, pp. 134-149, 2018.
Y. F. Said and M. Barr, “Pedestrian detection for advanced driver
assistance systems using deep learning algorithms,” IJCSNS, vol. 19,
no. 9, p. 10, 2019.

A. B. Mabrouk and E. Zagrouba, “Abnormal behavior recognition for
intelligent video surveillance systems: A review,” Expert Syst. Appl.,
vol. 91, pp. 480491, Jan. 2018.

Y. Yang, F. Nie, D. Xu, J. Luo, Y. Zhuang, and Y. Pan, “A multimedia
retrieval framework based on semi-supervised ranking and relevance
feedback,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 34, no. 4,
pp. 723-742, Apr. 2011.

P. Hou, X. Geng, and M.-L. Zhang, “Multi-label manifold learning,” in
Proc. AAAI Princeton, NJ, USA: Citeseer, 2016, pp. 1680-1686.

P. Zhao, G. Wu, S. Yao, and H. Liu, “A transductive transfer learning
approach based on manifold learning,” Comput. Sci. Eng., vol. 22, no. 1,
pp. 77-87, Jan. 2020.

C. He, M. Tu, D. Xiong, and M. Liao, “Nonlinear manifold learning
integrated with fully convolutional networks for PolISAR image classi-
fication,” Remote Sens., vol. 12, no. 4, p. 655, Feb. 2020.

N. Pezzotti et al., “GPGPU linear complexity t-SNE optimization,” 2018,
arXiv:1805.10817.

R. Priam, “Symmetric generative methods and tSNE: A short survey,”
in Proc. VISIGRAPP (IVAPP), 2018, pp. 356-363.

D. Li and J. Yan, “3d shapes isometric deformation using in-tSNE,”
in Proc. 8th Int. Conf. (ICIG) (Lecture Notes in Computer Science),
vol. 9217, Y. Zhang, Ed. Tianjin, China: Springer, Aug. 2015, pp. 1-9,
doi: 10.1007/978-3-319-21978-3_1.

J. Wehrmann, R. Cerri, and R. Barros, “Hierarchical multi-label
classification networks,” in Proc. Int. Conf. Mach. Learn., 2018,
pp. 5075-5084.

J. Yu, C. Zhu, J. Zhang, Q. Huang, and D. Tao, “Spatial pyramid-
enhanced NetVLAD with weighted triplet loss for place recognition,”
IEEE Trans. Neural Netw. Learn. Syst., vol. 31, no. 2, pp. 661-674,
Feb. 2020.

G. Wang, Y. Yuan, X. Chen, J. Li, and X. Zhou, “Learning discriminative
features with multiple granularities for person re-identification,” in Proc.
26th ACM Int. Conf. Multimedia, Oct. 2018, pp. 274-282.

D.-X. Li, G.-Y. Fei, and S.-W. Teng, “Learning large margin multiple
granularity features with an improved Siamese network for person re-
identification,” Symmetry, vol. 12, no. 1, p. 92, Jan. 2020.

R. Yang, B. Ni, C. Ma, Y. Xu, and X. Yang, “Video segmentation via
multiple granularity analysis,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit. (CVPR), Jul. 2017, pp. 3010-3019.

Z. Luo, J. Yuan, and, “Spatial constraint multiple granularity attention
network for clothesretrieval,” in Proc. ICIP, Sep. 2019, pp. 859-863.
D. Wang, Z. Shen, J. Shao, W. Zhang, X. Xue, and Z. Zhang, “Multiple
granularity descriptors for fine-grained categorization,” in Proc. IEEE
Int. Conf. Comput. Vis. (ICCV), Dec. 2015, pp. 2399-2406.

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on September 01,2022 at 05:23:55 UTC from IEEE Xplore. Restrictions apply.


http://dx.doi.org/10.1007/978-3-319-21978-3_1

[45]

[40]

[471

(48]

[49]

[50]

[51]

[52]

[53]

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

J. Yu, M. Tan, H. Zhang, Y. Rui, and D. Tao, “Hierarchical deep
click feature prediction for fine-grained image recognition,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 44, no. 2, pp. 563-578, Feb. 2022.

K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for
image recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.
(CVPR), Jun. 2016, pp. 770-778.

K. He, G. Gkioxari, P. Dollar, and R. Girshick, “Mask R-CNN,” in Proc.
ICCV, Oct. 2017, pp. 2961-2969.

P. Bourke, “Capturing omni-directional stereoscopic spherical projec-
tions with a single camera,” in Proc. 16th Int. Conf. Virtual Syst.
Multimedia, Oct. 2010, pp. 179-183.

B. Zhou, A. Khosla, A. Lapedriza, A. Oliva, and A. Torralba, “Learning
deep features for discriminative localization,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit. (CVPR), Jun. 2016, pp. 2921-2929.

F. Milletari, N. Navab, and S.-A. Ahmadi, “V-Net: Fully convolutional
neural networks for volumetric medical image segmentation,” in Proc.
4th Int. Conf. 3D Vis. (3DV), Oct. 2016, pp. 565-571.

S. S. M. Salehi, D. Erdogmus, and, “Tversky loss function for image
segmentation using 3D fully convolutional deep networks,” in Proc. Int.
Workshop Mach. Learn. Med. Imag., Cham, Switzerland: Springer, 2017,
pp. 379-387.

G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger,
“Densely connected convolutional networks,” in JEEE CVPR, Jul. 2017,
pp- 4700-4708.

S. Xie, R. Girshick, P. Dollar, Z. Tu, and K. He, “Aggregated residual
transformations for deep neural networks,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit. (CVPR), Jul. 2017, pp. 1492-1500.

Chengxu Liu received the B.E. degree from Xi’an
Jiaotong University, Xi’an, China, in 2019, where
he is currently pursuing the Ph.D. degree with the
SMILES Laboratory.

His current research interests include fine-grained
image classification, object detection, video super-
resolution, and video frame interpolation.

Zongyang Da received the B.E. degree from Xi’an
Jiaotong University, Xi’an, China, in 2020, where
he is currently pursuing the M.E. degree with the
SMILES Laboratory.

His current research interests include single-image
super-resolution, blind super-resolution, and object
detection.

IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS

Yuanzhi Liang received the B.E. degree from
Lanzhou University, Lanzhou, China, in 2017.
He is currently pursuing the M.E. degree with
the SMILES Laboratory, Xi’an Jiaotong University,
Xi’an, China.

His current research interests include visual rela-
tionships, fine-grained image classification, and
object detection.

Yao Xue received the B.S. degree from the Xi’an
University of Posts and Telecommunications, Xi’an,
China, in 2010, the M.S. degree from Xi’an Jiaotong
University, Xi’an, in 2013, and the Ph.D. degree
from the University of Alberta, Edmonton, AB,
Canada, in 2018.

He is currently a Lecturer with Xi’an Jiaotong
University. His research interests include computer
vision, medical image analysis, machine learning,
and artificial intelligence.

Guoshuai Zhao (Member, IEEE) received the B.E.
degree from Heilongjiang University, Harbin, China,
in 2012, and the M.S. and Ph.D. degrees from Xi’an
Jiaotong University, Xi’an, China, in 2015 and 2019,
respectively.

He was an Intern with the Social Computing
Group, Microsoft Research Asia, Beijing, China,
from January 2017 to July 2017. He was a Visiting
Scholar with Northeastern University, Boston, MA,
| USA, from October 2017 to October 2018, and MIT,

Cambridge, MA, USA, from June 2019 to December
2019. He is currently an Assistant Professor with Xi’an Jiaotong University.
His research interests include social media big data analysis, recommender
systems, and natural language generation.

Xueming Qian (Member, IEEE) received the B.S.
and M.S. degrees from the Xi’an University of Tech-
nology, Xi’an, China, in 1999 and 2004, respectively,
and the Ph.D. degree in electronics and information
engineering from Xi’an Jiaotong University, Xi’an,
in 2008.

From 2011 to 2014, he was an Associate Pro-
fessor with Xi’an Jiaotong University, where he
is currently a Full Professor and the Director
of the SMILES Laboratory. He was a Visiting
Scholar with Microsoft Research Asia, Beijing,
China, from 2010 to 2011. His current research interests include social media
big data mining and search.

Prof. Qian was a recipient of the Microsoft Fellowship in 2006 and the
Outstanding Doctoral Dissertations of Xi’an Jiaotong University and Shaanxi
Province in 2010 and 2011, respectively.

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on September 01,2022 at 05:23:55 UTC from IEEE Xplore. Restrictions apply.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Black & White)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobeHeitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobePiStd
    /AdobeSansMM
    /AdobeSerifMM
    /AdobeSongStd-Light
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /ArborText
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /BellGothicStd-Black
    /BellGothicStd-Bold
    /BellGothicStd-Light
    /ComicSansMS
    /ComicSansMS-Bold
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /EstrangeloEdessa
    /EuroSig
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Impact
    /KozGoPr6N-Medium
    /KozGoProVI-Medium
    /KozMinPr6N-Regular
    /KozMinProVI-Regular
    /Latha
    /LetterGothicStd
    /LetterGothicStd-Bold
    /LetterGothicStd-BoldSlanted
    /LetterGothicStd-Slanted
    /LucidaConsole
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /MinionPro-Semibold
    /MinionPro-SemiboldIt
    /MVBoli
    /MyriadPro-Black
    /MyriadPro-BlackIt
    /MyriadPro-Bold
    /MyriadPro-BoldIt
    /MyriadPro-It
    /MyriadPro-Light
    /MyriadPro-LightIt
    /MyriadPro-Regular
    /MyriadPro-Semibold
    /MyriadPro-SemiboldIt
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /Symbol
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Webdings
    /Wingdings-Regular
    /ZapfDingbats
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 300
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 900
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.33333
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


