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Personalized Recommendation Combining User
Interest and Social Circle
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Abstract—With the advent and popularity of social network, more and more users like to share their experiences, such as ratings,
reviews, and blogs. The new factors of social network like interpersonal influence and interest based on circles of friends bring
opportunities and challenges for recommender system (RS) to solve the cold start and sparsity problem of datasets. Some of the
social factors have been used in RS, but have not been fully considered. In this paper, three social factors, personal interest,
interpersonal interest similarity, and interpersonal influence, fuse into a unified personalized recommendation model based on
probabilistic matrix factorization. The factor of personal interest can make the RS recommend items to meet users’ individualities,
especially for experienced users. Moreover, for cold start users, the interpersonal interest similarity and interpersonal influence can
enhance the intrinsic link among features in the latent space. We conduct a series of experiments on three rating datasets: Yelp,
MovieLens, and Douban Movie. Experimental results show the proposed approach outperforms the existing RS approaches.

Index Terms—Interpersonal influence, personal interest, recommender system, social networks

1 INTRODUCTION

RECOMMENDER system (RS) has been successfully
exploited to solve information overload. In E-

Commerce, like Amazon, it is important to handling mass
scale of information, such as recommending user preferred
items and products [64]. A survey shows that at least 20
percent of the sales in Amazon come from the work of
the RS. It can be viewed as the first generation of RSes
[7] with traditional collaborative filtering algorithms [8]–
[12], [22]–[32] to predict user interest. However, with the
rapidly increasing number of registered users and various
products, the problem of cold start for users (new users
into the RS with little historical behavior) and the sparsity
of datasets (the proportion of rated user-item pairs in all the
user-item pairs of RS) have been increasingly intractable.

Fortunately, the appearance of web2.0 greatly improves
user’s initiative on the Internet, and then brings volume of
social networks such as Facebook, Twitter, Yelp1, Douban2,
Epinions3, etc. The interpersonal relationship, especially
the circles of friends, of social networks makes it possi-
ble to solve the cold start and sparsity problem. The rich
of social media give us some valuable clues to recommend

1. http://www.yelp.com
2. http://www.douban.com
3. http://www.epinions.com
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user favorite items [48]–[57], [59], [61], such as music [53],
video [54], [55], preferred brand/products [56], [57], user’s
preferred tags when sharing a photo to social media net-
works [61], and user interested travel places by exploring
social community contributed photos [59]–[63].

Many social network based models [3], [13]–[19], [33]–
[37] have been proposed to improve the performance of the
RS. Recently, Yang et al. [1] propose to use the concept of
‘inferred trust circle’ based on the domain-obvious circles
of friends on social networks to recommend user favorite
items. Their approach not only refines the interpersonal
trust in the complex networks, but also reduces the load of
big data. Meanwhile, besides the interpersonal influence,
Jiang et al. [2] demonstrate that individual preference is
also a significant factor in social network. Just like the idea
of interpersonal influence, due to the preference similarity,
user latent features should be similar to his/her friends’
based on the probabilistic matrix factorization model [4],
[48]–[52]. However, do all users actually need the relation-
ship on the social networks to recommend items? Does
the relationship submerge user’s personality, especially
for the experienced users? It is still a great challenge to
embody user’s personality in RS, and it is still an open
issue that how to make the social factors be effectively
integrated in recommendation model to improve the
accuracy of RS.

Phelan et al. [42] proposed a news recommendation
technique utilizing real-time Twitter data as the basis for
ranking and recommending articles from a collection of
really simple syndication feeds. And one of the conclusions
is that users with more friends tend to benefit more. Chen
et al. [43] explored three separate dimensions in designing
such a recommender: content sources, topic interest models
for users, and social voting. They demonstrated that both
topic relevance and the social voting process were helpful
in providing recommendations.
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The quality of recommendations and usability of six
online recommender systems was examined in [44]. The
results show that the user’s friends consistently provided
better recommendations. For example 90% of users believe
the book recommended is good from friends, 75% of users
believe that the recommendation is useful from friends.
This research shows that the interpersonal influence is
important in social media. Java et al. [45] had analyzed a
large social network in a new form of social media known
as micro-blogging. It has a high degree correlation and
reciprocity, indicating close mutual acquaintances among
users. They had identified different types of user intentions
and studied the community structures. Categorizing friends
into groups (e.g. family, co-workers) would greatly benefit
the adoption of micro-blogging platforms to analyze user
intentions. That is to say user intentions or interests can be
reflected by those of its friends.

Rahman and Hailes provide and discuss a model for
supporting trust in virtual communities, which is based on
experience and reputation [46]. We can see the significance
of user’s information such as the number of ratings in every
category and his/her reputation or reliability.

Yuan et al. have explored a kind of social relation, the
membership, and its combined effect with friendship [47].
The two types of heterogeneous social relations are fused
into the Collaborative Filtering based recommender via a
factorization process. And the distinguished effectiveness
of social relationships in the sparse data condition was
demonstrated.

“Moves as one desires, decides as you like.” Just like the logo
says, user’s choice is always closely related to his/her per-
sonal interest. It is very popular for users to share, upload,
and comment their favorite content. Thus, users’ personal
interests can be disclosed by their historical rating records
in social rating networks [39]–[41].

In this paper, three social factors, personal interest, inter-
personal interest similarity, and interpersonal influence,
fuse into a unified personalized recommendation model
based on probabilistic matrix factorization. The personal-
ity is denoted by user-item relevance of user interest to the
topic of item. To embody the effect of user’s personality,
we mine the topic of item based on the natural item cate-
gory tags of rating datasets. Thus, each item is denoted by a
category distribution or topic distribution vector, which can
reflect the characteristic of the rating datasets. Moreover, we
get user interest based on his/her rating behavior. We then
assign to the effect of user’s personality in our personalized
recommendation model proportional to their expertise lev-
els. On the other hand, the user-user relationship of social
network contains two factors: interpersonal influence and
interpersonal interest similarity. We apply the inferred trust
circle of Circle-based Recommendation (CircleCon) model
[1] to enforce the factor of interpersonal influence. Similarly,
for the interpersonal interest similarity, we infer interest
circle to enhance the intrinsic link of user latent feature.

The main contributions of this paper are summarized
as follows: 1) Propose a personalized recommendation sys-
tem combining user personal interest, interpersonal inter-
est similarity, and interpersonal influence. The factor of
user personal interest makes direct connections between
user and item latent feature vectors. And the two other

social factors make connections between user and his/her
friends’ latent feature vectors. 2) Propose a personalized
recommendation approach by enforcing user personal
interests, which is category related and represented by a
multi-level tree structure. Personal unique interest is mod-
eled to get an accurate model for the cold start user and
user with very few friends and rated items. The impacts of
the three factors to the recommendation performances are
systematically compared. 3) Extensive experiments based
on three datasets including Yelp, MovieLens, and Douban
Movie show the effect of proposed model to solve the user
cold start and sparsity problem. 4) We share our datasets for
researchers in social recommendation area. The most salient
feature of the shared datasets is that objective social recom-
mendation performance evaluation can be carried out.

Compared with our preliminary [52], several enhance-
ments are made which are as follows: 1) More experiments
are provided. We carry out experiments on MovieLens,
Yelp, and Douban Movie datasets respectively. 2) More
detailed steps of the proposed approach are provided.
3) More comparisons and discussions are given.

The remainder of this paper is organized as follows.
In Section 2, we define the problem we focus on in this
paper. In Section 3, we present the related works on prob-
abilistic matrix factorization model for rating and adoption
prediction problem. In Section 4, the proposed personal-
ized recommendation model combining user interest and
social circle is introduced in detail. Experiments and dis-
cussions are given in Section 5 and conclusions are drawn
in Section 6.

2 PROBLEM FORMULATION

Symbols and notations utilized in this paper are given in
Table 1. For personalized RS, the system aims at recom-
mending user interested items based on their historical
behavior and interpersonal relationship of social networks.
Moreover, we predict the ratings of user u on an unknown
item i to measure how much user u interested in item i in
social rating networks (like Netflix4, Yelp, Epinions). In RS,
we have a set of users and a set of items U = {u1, . . . , uM}.
The ratings expressed by users on items P = {i1, . . . , iN} are
given in a rating matrix R = [Ru,i]M×N. In this matrix, Ru,i
denotes the rating of user u on item i. It can be any real
number, but often ratings are integers in the range of 1 to 5.
In a social rating network, each user u has a set of friends,
and Su,v ∈ [0, 1] denotes the value of user u trust on user
v or the influence of user v to user u. The trust values are
given in a matrix S = [Su,v]M×M. Note that S is asymmetric
in general, because the influence of user v to user u maybe
different from the influence of user u to user v. Meanwhile,
Wu,v ∈ [0, 1] denotes the interest similarity of user u to
user v. The interest similarity values are given in a matrix
W = [Wu,v]M×M, which is symmetric in general. And
Qu,i ∈ [0, 1] denotes the relevance of user u’s interest to the
topic of item i. The relevance values are given in a matrix
Q = [Qu,i]M×N, which represents users’ personal interests.

Thus the task of our personalized recommender is as
follows: Given a user u ∈ U and an item i ∈ P for which

4. http://www.netflix.com
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TABLE 1
Symbols and Their Descriptions Utilized in this Paper

Ru,i is unknown, predict the rating for u on item i using R,
S, W and Q.

In this paper, we employ matrix factorization techniques
[1]–[5] to learn the latent features of users and items, and
predict the unknown ratings using these latent features.
Let U ∈ RM×k and P ∈ RN×k be latent user and item
feature matrices, with row vectors Uu and Pi representing

k-dimensional user-specific and item-specific latent feature
vectors of user u and item i, where k is far less than M
and N, and it is the rank of the latent matrices U and P.
Moreover, Uu and Pi can be seen as the brief characteriza-
tion of user u and item i. The goal of matrix factorization
is to learn these latent variables and exploit them for
recommendation.

3 RELATED WORK

In this paper, we focus on probabilistic matrix factoriza-
tion with consideration of factors of social network. In
the following, we briefly review some relevant works to
this paper, including the basic matrix factorization model
[4] without any social factors, the CircleCon model [1]
with the factor of interpersonal trust values and the Social
Contextual (ContextMF) model [2] with interpersonal influ-
ence and individual preference.

3.1 Basic Matrix Factorization
To introduce various sophisticated approaches [1]–[3], [5],
we first briefly review the basic probabilistic matrix fac-
torization (BaseMF) approach [4], which does not take any
social factors into consideration.

The task of RS is to decrease the error of predicted value
using R to the real rating value. Thus, the BaseMF model
is trained on the observed rating data by minimizing the
objective function

�(R, U, P) = 1
2

∑

u,i

(
Ru,i − R̂u,i

)2 + λ

2

(
‖U‖2

F + ‖P‖2
F

)
, (1)

where R̂u,i denotes the ratings predicted by (2), R̂ ∈ RM×N,
M is the number of users, N is the number of items, Ru,i is
the real rating values in the training data for item i from
user u, U and P are the user and item latent feature matrices
which need to be learn from the training data, ‖X‖F is the

Frobenius norm of matrix X, and ‖X‖F =
(∑

i,j x2
i,j

)1/2
. The

second term is used to avoid over-fitting [3], [6]. This objec-
tive function can be minimized efficiently using gradient
descent method in [3].

R̂ = r + UPT, (2)

where r is an offset value [1], which is empirically set as
users’ average rating value in the training data.

Once the low-rank matrices U and P are learned by the
gradient decent approach, which we detail in Section 4.
And then, rating values can be predicted according to (2)
for any user-item pairs.

3.2 CircleCon Model
The CircleCon model [1] has been found to outperform
BaseMF and SocialMF [3] with respect to accuracy of the RS.
The approach focuses on the factor of interpersonal trust in
social network and infers the trust circle.

The trust value of user-user is represented by the
matrix S. Furthermore, the whole trust relationship in social
network is divided into several sub-networks Sc, called
inferred circle [1], and each circle is related to a single cat-
egory c of items. For example, the item The Dakota Bar of
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New York belongs to the category Night Life in Yelp as
shown in Table 3. If user u rated the item, then user u is in
the circle of category Night Life. In category c, the directed
and weighted social relationship of user u with user v (the
value of u trusts v or the influence of v to u) is represented
by a positive value Sc

u,v ∈ [0, 1]. And we have the nor-
malized interpersonal trust value Sc∗

u,v = Sc
u,v/

∑
v∈Fc

u
Sc

u,v
(except user u has no friends in the same category). Here Fc

u
is the set of user u’s friends in c. In this model, the four vari-
ants of defining interpersonal trust value Sc

u,v are system-
atically compared: 1) CircleCon1, Sc

u,v = 1, which means
each user v gets assigned the same trust value to user u in
c; 2) CircleCon2a, Sc

u,v = |Hc
v|, where Hc

v is the set of items
rated by user v in c and |Hc

v| is the total number of items in
Hc

v; 3) CircleCon2b, Sc
u,v = |Hc

v| ∗ Bc, where Bc is the voting
value in c from all followers of user v. The intuition is that
if most of v’s followers have many ratings in c, it is a good
indication that v is an expert in c; 4) CircleCon3, trust split-
ting. Assume user u1 and user u2 both belong to category
c1 and c2, u1 is a friend of u2, and the number of ratings u1
issued in category c1 and c2 are 7 and 3 respectively. The
trust value in original social network is Su2,u1 = 1. Now
after trust splitting, they get Sc1

u2,u1 = 0.7 and Sc2
u2,u1 = 0.3.

To decrease the predicted error, the CircleCon model
combines interpersonal trust value S with the rating matrix
R, and the objective function is just like SocialMF [3], but
the difference is that the CircleCon model is trained in each
category. And the basic idea is that a user in social net-
work may be influenced by other users, especially his/her
friends in the same category. Thus their objective function
is as follows:

�c(Rc, Uc, Pc, Sc∗)

= 1
2

∑

u,i

(Rc
u,i − R̂c

u,i)
2 + λ

2

(∥∥Uc∥∥2
F + ∥∥Pc∥∥2

F

)

+ β

2

∑

u

⎛

⎜⎝

⎛

⎝Uc
u −

∑

v∈Fc
u

Sc∗
u,vUc

v

⎞

⎠

⎛

⎝Uc
u −

∑

v∈Fc
u

Sc∗
u,vUc

v

⎞

⎠
T
⎞

⎟⎠ ,

(3)

where the estimated ratings for a user is category related
which is expressed as follows:

R̂c
u,i = rc + Uc

uPcT
i , (4)

where rc is empirically set as user’s average rating value
in category c. In (3), the factor of interpersonal trust is
enforced by the last term in the objective function, which
says that user latent feature Uu should be similar to the
average of his/her friends’ latent features with weight Sc∗

u,v
of in category c.

Only ratings in category c are used to train user and item
latent feature matrices U and P in this model. And once the
model is trained in c, the rating value in c can be predicted
according to (4).

3.3 ContextMF Model
Jiang et al. [2] demonstrate the significance of social con-
textual factors (including interpersonal influence and indi-
vidual preference) for item adopting on real Facebook and
Twitter style datasets. The task of ContextMF model in [2] is

to recommend acceptable items from sender u to receiver
v. Here, the factor of interpersonal influence is similar to
the trust values in CircleCon model [1]. Moreover, individ-
ual preference is mined from receiver’s historical adopted
items. And the interpersonal preference similarity values
are represented by the matrix W. Each of the rows is nor-
malized to unity

∑
v W∗

u,v = 1. The objective function of this
model is

�(R, U, P, S∗, W∗)

= 1
2

∑

u,i

(
Ru,i − R̂u,i

)2 + λ

2

(
‖U‖2

F + ‖P‖2
F

)

+ β

2

∑

u

⎛

⎝
(

Uu −
∑

v

S∗
u,vUv

)(
Uu −

∑

v

S∗
u,vUv

)T
⎞

⎠

+ γ

2

∑

u,v

(
W∗

u,v − UuUT
v

)2
, (5)

where the factor of individual preference is enforced by
the last term in (5), which means that user latent feature
Uu should be similar to his/her friends’ latent feature with
weight of their preference similarity W∗

u,v in social net-
work, and the rating values R̂u,i is predicted by (1). Once
the model is trained, the rating values can be predicted
according to (1) for any user-item pairs.

Besides the interpersonal influence (similar to the trust
values in CircleCon model [1]), individual preference is a
novel factor in ContextMF model, and is enforced by the
last term in (5). Note that we still execute the interper-
sonal influence as CircleCon model [1] and omit the topic
relevance of items, as we also predict ratings of items in
Epinions style datasets and use the circle based idea in our
experiments. Although individual preference is proposed
in this model, user u’s latent feature is still connected with
his/her friends rather than his/her characteristic. In fact,
the factor of individual preference of this model is enforced
by interpersonal preference similarity.

Comparing ContextMF model, the proposed personal-
ized recommendation model has three differences: 1) the
task of our model is to recommend user, regardless of
sender or receiver, interested and unknown items. 2) user
personal interest is directly related to his/her rated items
rather than connect with his/her friends. 3) the factor
of user interest in our model mined from user rated
items has more influence than individual preference in
ContextMF model, because it easier for the recommended
items of our model to be transformed into purchase
rate than the adopted items in Facebook style social
networks.

4 THE APPROACH

The proposed personalized recommendation approach
fuses three social factors: user personal interest, interper-
sonal interest similarity, and interpersonal influence to
recommend user interested items. The illustration of our
approach is shown in Fig. 1. Among the three factors, user
personal interest and interpersonal interest similarity are
the main contributions of the approach and all related to
user interest. Thus, we introduce user interest factor firstly.
And then, we infer the objective function of the proposed
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Fig. 1. Three main social factors in our recommendation model, includ-
ing user personal interest, interpersonal interest similarity, and inter-
personal influence. The items under users are historical rating records,
which can be used to mine users’ personal interest. The category icon
on line between two users denotes their interest similarity. And the bold-
ness of the line between users indicates the strength of interpersonal
influence.

personalized recommendation model. At last, we give the
training approach of the model. Hereinafter we turn to the
details of our approach.

4.1 User Interest Factor
Besides the trust values between friends in the same cate-
gory [1], user interest is another significant factor to affect
users’ decision-making process, which has been proved by
psychology and sociology studies [38]. Moreover, Jiang et al.
[2] demonstrated the effect of ContextMF model with con-
sideration of both individual preference and interpersonal
influence. However, there are two main differences of the
user interest factor in our model to individual preference
in ContextMF [2]: 1) The independence of user interest. It
means we can recommend items based on user interest at a
certain extent. In other words, we utilize user’s connection
with the items to train the latent feature vectors, espe-
cially for the experienced users. 2) Interest circle inference.
Just like CircleCon model [1], we divide the tested social
network into several sub-networks, and each of them cor-
respond to a signal category of items. Considering the cold
start users who has a few rating records, we use friends’
interest in the same category to link user latent feature
vector.

4.1.1 User Interest Description
According to the natural item category tags of rating
datasets, we can get category distribution of the item, which
can be seen as the naïve topic distribution of the item Di.
For example, each item has the tags of its category in Yelp.
Just like the item The Dakota Bar of New York belongs to

Fig. 2. Tree structure of categories of items.

the category Night Life, then Night Life is one of the cat-
egory tags of the item. From user’s historical rating data
in category c, we summarize all the rated items to measure
user interest Dc

u:

Dc
u = 1

|Hc
u|
∑

i∈Hc
u

Di, (6)

where Hc
u is the set of items rated by user u in c.

Note that the method we use to get the topic distribution
Di is also different from ContextMF [2]. We apply the tree
structure of categories of items, shown in Fig. 2, to extract
the topic distributions of items, just as that we utilized in
[56], [57]. The first level of the tree structure is the big
category of items. For example, we have 8 big categories:
#1Active Life, #2Beauty and Spas, #3Home Services,
#4Hotels & Travel, #5Night Life, #6Pets, #7Restaurants,
and #8Shopping according to Yelp data shown as Table 3.
The second level is the subcategory of each big category in
the first level.

We get two level topic distributions of each item in
the datasets corresponding to the two level of the tree as
following:

D1i = [Ic1 , Ic2 , . . . , Icn ] (7)

D2i = [Icj1 , Icj2 , . . . , IcjI ], j ∈ [1, n], (8)

where Icj is the indicator that is equal to 1 if the i-th item
belongs to the category cj, and equal to 0 otherwise, and n
is the number of category in the datasets, for Yelp n = 8,
for MovieLens and Douban Movie n = 1.

Thus, we measure user interest with D1c
u and D2c

u, which
have different meanings: D1c

u represents user global point
of interest distribution which is an overall description; D2c

u
represents user local point of interest distribution which is
a detailed description.

4.1.2 Personal Interest
Due to the individuality, especially users with many rating
records, users usually choose items all by themselves with
little influence by their friends. However, many previous
works [1]–[3] took the circles of friends in social networks
to solve the cold start problem. It did work for the cold start
users with a few records, but ignored the individuality for
experienced users. In other words, the relevance of user
and item latent feature vector depends on the relevance
of user interest Du and item topic Di to a certain extent.
More formally, we denote the relevance of user u’s personal
interest to the topic of item i in our recommendation model
by Qu,i

Qu,i = Sim(Du, Di). (9)

Thus, for the user and item latent feature vectors on
the personal interest, we have the conditional distribution
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according to [4]:

p(Q | U, P,�) =
∏

u

∏

i

[
N
(

Qu,i
∣∣UuPT

i ,�
)]IR

u,i
, (10)

where N (x | μ,�) is the normal distribution with mean μ

and variance �, and IR
u,i is the indicator function that is

equal to 1 if user u has rated item i and equal to 0 otherwise.
Note that the conditional distribution based on per-

sonal interest is similar to the conditional probability of the
observed ratings [4]:

p(R | U, P,�) =
∏

u

∏

i

[
N
(

Ru,i
∣∣UuPT

i ,�
)]IR

u,i
. (11)

Actually, the factor of personal interest Qu,i can be viewed
as the latent real rating value of user u to item i. Thus it can
also enhance the robustness of the recommender system to
reduce the attack of malicious rating.

4.1.3 Interest Circle Inference
Similar to the trust circle inference in CircleCon model
[1], we propose the interest circle inference. The basic
idea is that user latent feature vector should be similar to
his/her friends’ latent feature vector based on the similar-
ity of their interest. Here we denote the interest similarity
value between u and v by Wu,v, and each of the rows is
normalized to unity

∑
v W∗

u,v = 1.

Wu,v = Sim(Du, Dv). (12)

According to [3], zero mean Gaussian priors are assumed
for user latent feature vectors:

p(U | �) =
∏

u

N (Uu | 0,�). (13)

Thus, for the user latent feature vectors based on interest
circle inference, we have the conditional distributions given
the latent features of his circles of friends:

p(Uc | Wc,�c) =
∏

u

N
⎛

⎝Uc
u

∣∣∣∣∣∣

∑

v∈Fc
u

Wc∗
u,vUc

v,�
c

⎞

⎠ , (14)

where Fc
u is the set of user u’s friends in c, Wc∗

u,v is the
normalized interpersonal interest similarity matrix in c.

4.2 Personalized Recommendation Model
The personalized recommendation model contains the fol-
lowing three aspects: 1) Interpersonal influence Sc∗

u,v [1],
which means whom you would trust. 2) Interest circle infer-
ence Wc∗

u,v, which means whose interest is similar to yours.
3) User personal interest Qc∗

u,i, which has effect on what
items you would interest in.

According to BaseMF model [3], [4], through a Bayesian
inference, the posterior probability of the latent variables U
and P can be obtained as follows:

p(U, P | R,�) ∝ p(R | U, P,�)p(U | �)p(P | �)

=
∏

u

∏

i

[N (Ru,i | UuPT
i ,�)] ×

∏

u

N (Uu | 0,�)

×
∏

i

N (Pi | 0,�). (15)

As aforementioned, we combine interpersonal influence S,
interpersonal interest similarity W, and user personal inter-
est Q with the rating matrix R to decrease the predicted
error. Thus, for each category c, through Bayesian infer-
ence, we define the posterior probability of latent features
giving the rating and social context factors as follows:

p(Uc, Pc | Rc, Sc∗, Wc∗, Qc∗,�c)

∝ p(Rc | Uc, Pc,�c)p(Uc | Sc∗,�c)p(Uc | Wc∗,�c)

p(Qc∗ | Uc, Pc,�c)p(Uc | �c)p(Pc | �c)

=
∏

u

∏

i

[
N
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Then the logarithm of the posterior probability can be
seen as the objective function. Keeping the parameters
(observation noise and prior variance) fixed, we can get:
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, (17)

where R̂c
u,i is the predicted rating value in c according to

(4). |Hc∗
u | is the normalized number of items that user u has

rated in c, which denotes how much a user depends on
his/her individuality to rate an item. The idea of interper-
sonal influence is enforced by the second term, which says
that user latent feature Uu should be similar to the aver-
age of his/her friends’ latent feature with weight of Sc∗

u,v in
c. The factor of interpersonal interest similarity is enforced
by the third term, which says that user latent feature Uu
should be similar to the average of his/her friends’ latent
feature with weight of Wc∗

u,v in c. And the factor of user per-
sonal interest is enforced by the last term, which says user
latent feature Uu should directly connect with item latent
feature Pi in c.

Note that the objective function of CircleCon model [1]
is the first two terms in (17), and the ContextMF model is
similar to the first three terms. Here the third term has a
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little difference from (5), because we still use the concept
of inferred circle in [1], which has shown the superiority.

4.3 Model Training
For each category c, we get the corresponding matrix factor-
ization model as (17) to obtain a separate user latent profile
Uc and item latent profile Pc. And the objective function
can be minimized by the gradient decent approach as [3].
More formally, the gradients of the objective function with
respect to the variables Uu and Pi in c are shown as (18)
and (19) respectively:

∂�c
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where IRc

u,i is the indicator function that is equal to 1 if user
u has rated item i in c, and equal to 0 otherwise. R̂c

u,i is
the predicted rating value in c according to (4). |Hc∗

u | is
the normalized number of items that user u has rated in c,
which is the factor of a user depends on his/her personal
interest to rate an item. The initial values of Uc and Pc

are sampled from the normal distribution with zero mean.
It empirically has little effect on the latent feature matrix
learning. The user and item latent feature vectors Uc and
Pc are updated based on the previous values to insure the
fastest decreases of the objective function in each iteration.
Note that the step size is a considerable issue. We adjust it
to insure the decreases of the objective function in training.
The algorithm is shown as Table 2, where l is the step size,
and t is the iteration times.

5 EXPERIMENTS

In this section, we conduct series of experiments to evaluate
the performance of proposed personalized recommenda-
tion combining user interest and social circle and compare
with the existing approaches on three datasets: Yelp5,

5. http://www.yelp.com

TABLE 2
Algorithm of Personalized Recommendation

MovieLens, and Douban Movie6. Among them, we choose
Yelp as the main test dataset because it own many local
directory service and user’s review with attribute of social
networks. The compared approaches include BaseMF [3],
[4], CircleCon [1], and ContextMF [2].

5.1 Datasets
5.1.1 Yelp Dataset
Yelp is a local directory service with social networking and
user reviews. It is one of the most popular consumer review
websites and has more than 71 million monthly unique
visitors as of January 2012. It combines local reviews and
social networking functionality to create a local online com-
munity. Yelp allows real people to contribute their own
reviews. This body of social reviews creates a participatory
culture where anyone can share their insight and sugges-
tions and add to a body of “collective intelligence” on
local businesses, here we call items, by using their per-
sonal knowledge and skill sets to post, revise, and assign
them numeric ratings in the range of 1 to 5. Essentially,
this form of intelligence allows people to actively partici-
pate and share their knowledge with other users, especially
their friends. Different form the Epinion datasets [21], the
friendships between users are bidirectional: if user A is in
user B’s friend list, then user B is also in user A’s friend
list. However, the influence between users with friendship
is unidirectional: if user A’s trust value towards B is 0.5,
then user B’s trust value towards A may be 0.3.

We have crawled nearly 60 thousand users’ circles of
friends and their rated items from November 2012 to
January 2013. We first collect some active users in New York
as origin, and then crawl these users’ friends to build the
sub-networks of Yelp. Except the user without any rated
history (at least one rated item), the dataset consists of
ratings from 10,555 users who rated a total of 1,783,922
items from 22 big categories (actually, Yelp has 26 big cat-
egories, the other four categories are with a few user
and items). The average number of user ratings is about
169. The distribution of the ratings cross all categories is

6. http://movie.douban.com



1770 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 26, NO. 7, JULY 2014

Fig. 3. Distribution of the ratings in the 22 categories of Yelp dataset.

TABLE 3
Yelp Data: Statistic of the Test Categories

plotted in Fig. 3. We can see that the top three popular cat-
egories are Restaurants, Night Life, and Shopping. Note
that we merge the similar categories like Restaurants and
Food, Night Life and Bars. To test the applicability of
the proposed model, we choose eight categories based on
the popularity distribution of the 22 categories. There are
three most popular categories, three common categories
(Active Life, Beauty and Spas, Hotels and Travel) and
two less rating but interesting categories (Home Services
and Pets). Finally, the eight categories are selected as our
dataset. More detail of this dataset can be found from
website of SMILES LAB7. Note that we try our best
to remove personal information manually before shar-
ing this dataset. Table 3 is a statistic of users and items in
the eight categories, where is users’ average rating value
in c.

7. http://smiles.xjtu.edu.cn

TABLE 4
Statistics of MovieLens and Douban Movie Datasets

5.1.2 MovieLens Dataset
MovieLens dataset is shared by GroupLens8 research
group. This dataset is with a single layer with 18 cate-
gories in total. Note that this dataset only has the ratings
of each user to the rated movies. Users in this dataset
are independent and do not have social relationships. It
only has user’s rating to movies, but interpersonal relation-
ship. The dataset contains 1,000,209 anonymous ratings of
3,706 movies made by 6,040 MovieLens users who joined
MovieLens in 2000.

5.1.3 Douban Movie Datasets
Douban is one of the most popular social networks in
China. It includes several parts: Douban Movie, Douban
Read and Douban Music, etc. Douban Movie provides the
latest movie info, and users can record the movies they wish
to watch and rate what they watched. Moreover, they can
share the reviews to their friends. We crawl the ratings of
the Douban Movie according to the naïve 36 categories.
This dataset is also with a single layer. Users in this
dataset have social relationships. We have crawled nearly
50 thousand users’ circles of friends and their rated movies
from December 2012 to March 2013. We first collect some
active users in Douban as origin, and then further crawl
these users’ friends to build the sub-networks of Douban.
Except the user without any rated history (at least one rated
item) and any friends (at least one friend), the dataset con-
sists of ratings from 2,965 users who rated a total of 911,041
movies. This dataset is also available in our website. The
average number of user ratings is about 307. Table 4 is a
statistic of users and items in the MovieLens and Douban
Movie datasets, where rc is users’ average rating value in
c. Note that Yelp dataset is sparser than MovieLens and
Douban Movie datasets. Actually, MovieLens and Douban
Movie can be seen as another two independent categories of
Yelp.

5.2 Performance Measures
In each category of Yelp, MovieLens, and Douban Movie
dataset, we use 80% of data as the training set and the
remaining 20% as the test set. More formally, we use 80%
of each user’s rating data as the training set to insure all
users’ latent features are learnt in the training set. The eval-
uation metrics we use in our experiments are Root Mean
Square Error (RMSE) and Mean Absolute Error (MAE),
as these are the most popular accuracy measures in the

8. www.grouplens.org
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literature of recommender systems [1]–[4]. RMSE and MAE
are defined as

RMSE =

√√√√
∑

(u,i)∈�test

(
Ru,i − R̂u,i

)2

|�test| (20)

MAE =
∑

(u,i)∈�test

∣∣∣Ru,i − R̂u,i

∣∣∣
|�test| , (21)

where Ru,i is the real rating value of user u on item i, R̂u,i is
the corresponding predicted rating value according to (4),
and �test is the set of all user-item pairs in the test set.

5.3 Evaluation
5.3.1 Comparative Algorithms
We conducted series of experiments to compare our person-
alized recommendation model (PRM) with the following
existing models.

• BaseMF: This model is the basic matrix factorization
approach proposed in [4] without consideration of
any social factors.

• CircleCon: This method is proposed in [1], including
four variants: CircleCon1, CircleCon2a, CircleCon2b,
and CircleCon3. It improves the accuracy of BaseMF
and SocialMF [3] by introducing the inferred trust
circle of social network. And Yang et al. have demon-
strated CircleCon2a, CircleCon2b, and CircleCon3
have much better performance. Thus, we just omit
CircleCon1.

• ContextMF: This method [2] improves the accu-
racy of traditional item-based collaborative filtering
model in [9], influence-based model in [16], and
SoRec in [17] by taking both interpersonal influ-
ence and individual preference into consideration.
As stated in Section 3, we train the model as (5).

• PRM1: The factor of user personal interest in
Section 4 is represented by Qu,i derived from (7),
in which the item topic distribution vector is calcu-
lated from the first level of the category tree. And the
similarity in (9) is measured by cosine similarity as

Sim(Du, Di) = Du • Di

|Du| × |Di| . (22)

• PRM2: Analogous, Qu,i is derived from (8), in which
the item topic distribution vector is calculated from
the second level of the category tree. And also the
similarity is measured by cosine similarity.

5.3.2 Parameter Settings
Here we focus on the meanings and settings of all param-
eters, and implement algorithms of our model and all
compared method with these parameters.

• k: The dimension of the latent space. If k is too
small, it is difficult for the model to make a dis-
tinction among users or items. If k is too large,
users and items will be too unique for the system
to calculate their similarities and the complexity will
considerably increase. Previous works [2], [3] have

investigated the change of performance with differ-
ent k. But, whatever the k is, it is fair for all compared
algorithms. Here we set k = 10 as [1].

• λ: The normalized parameter in (17). Here we also
set λ = 0.1 as [1].

• β: The weight of the inferred trust circle enforced in
the second term of the objective function (17). Here
we set β = 30.

• γ : The weight of the inferred interest circle enforced
in the third term of (17). Here we also set γ = 30 to
balance with the factor of interpersonal influence.

• η: The weight of the personal interest factor in the
last term of (17). Here we set η = 30. Note that
user experience level |Hc∗

u | is also used to adjust the
weight.

Among these parameters, β, γ , and η are tradeoff param-
eters in our model. And they play the role of adjusting the
strengths of different terms in the objective function.

5.3.3 Performance Comparison
In this section, we compare the performance of our PRM
algorithm with the existing models including BaseMF [3],
[4], CircleCon [1], and ContextMF [2] on the three datasets:
Yelp, MovieLens, and Douban Movie.

In Tables 5 and 6, we show the performance based on
the Yelp dataset. Note that we enforce the interpersonal
influence in other methods as CircleCon2b and CircleCon3
in Tables 5 and 6 respectively. Comparing Tables 3 and 5
(also Tables 3 and 6), we can see that the more rating infor-
mation a category has, the higher accuracy the RS achieves.
From Table 5, we can see that the accuracy of our per-
sonalized recommendation model is much better than the
BaseMF for the social factors. For the social recommenda-
tion models, we decrease the prediction error by 34% and
6% on MAE, by 45% and 12% on RMSE over CircleCon2b
and ContextMF. The same conclusion holds in Table 6. The
results demonstrate the significant of users’ individuality in
RS. Comparing Tables 5 and 6, the average performance of
CircleCon3 is higher than CircleCon2b, which is consistent
with the conclusion of Jiang [1] in Epionions datasets.

As stated above, the MovieLens and Douban Movie
datasets are two independent categories. Moreover, there
are no users’ circles of friends in MovieLens Dataset. Thus,
we can only perform the proposed PRM2 model which
mines user’s detailed interest based on the subcategory of
movie, like Adventure, Comedy and so on. And we com-
pare it with BaseMF and ContextMF without CircleCon
model because it needs the information of circles of friends
in the dataset. Note that we also remove the second term
in (5) and (15) corresponding to the ContextMF and PRM2
model respectively. In Table 7, we show the performance of
BaseMF, ContextMF, and the proposed PRM2 based on the
MovieLens dataset. From Table 7, we can see that the per-
formance of PRM2 is close to ContextMF and much better
than the BaseMF.

For Douban Movie dataset, we compare the proposed
PRM2 model with BaseMF, CircleCon2a, and ContextMF
model. And the performance is shown as Table 8. Form
Table 8, we can see that the performance of PRM2 is the
optimal and decrease the prediction error by 25% and 14%
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TABLE 5
Performance Comparison Based on CircleCon2b of Training on Each Category of Yelp

TABLE 6
Performance Comparison Based on CircleCon3 of Training on Each Category of Yelp

on MAE, by 24% and 18% on RMSE over CircleCon2a and
ContextMF.

From Tables 5 to 8, we can see that the circles of friends
in social networks have a big impact to the accuracy of
RS. Furthermore, the proposed PRM model is suitable
for the sparse dataset, and can achieve higher perfor-
mance. Through experiments on these three available rating
datasets, we demonstrate that the proposed personalized
recommendation model can better integrate the factors
of user personality and the social factors. It can achieve

TABLE 7
Performance Comparison Based on the MovieLens

higher accuracy than basic matrix factorization approach,
the CircleCon model [1] with inferred trust circle only, and
also ContextMF [2] combining interpersonal influence and
user preference.

5.4 Discussion
Comparing the performance of the proposed PRM and
the existing BaseMF, CircleCon, and ContextMF model
in Tables 5, 6, 7, and 8, we discuss four aspects in our
experiments: adjustment of the trade-off parameters in
the objective function, different similarity measurements of
topic distribution vectors in (22), the impact of the amount
of user information (the number of user rated items in a
category and the number of friends in the same category),
and the impact of the three independent factors.

5.4.1 Trade-off Parameters
To be fair with the compared models, we conducted series
of experiments using CircleCon2b, ContextMF, and PRM1
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TABLE 8
Performance Comparison Based on CircleCon2a of Training on the Douban Movie Dataset

TABLE 9
Discussion β in CircleCon2b of Training on Restaurants of Yelp

TABLE 10
Discussion γ in ContextMF of Training on Restaurants of Yelp

TABLE 11
Discussion η in PRM1 Based on CircleCon2b of Training on Restaurants of Yelp

TABLE 12
Performance Comparison of Different Similarity Measurement in PRM1 and PRM2 Based on CircleCon2b of Training on

Restaurants of Yelp

in Restaurants of Yelp. In CircleCon2b, we let β range
from 10 to 150. The performance is shown as Table 9. From
Table 9, we can see that the performance is close to the
optimal value with increase of the weight of interpersonal
influence. In ContextMF, we set β = 150, and let γ range
from 10 to 150. The performance is shown as Table 10. From
Table 10, we can see that the performance gets the optimal
value when γ = 30. And the optimal performance outper-
forms over 1% than the best of Table 9 on both RMSE and
MAE. To test the importance of user personal interest in the
RS, we set β = 150 and γ = 30 as constant, and let η range
from 0 to 150. The performance is shown as Table 11. From
Table 11, we can see that the performance is optimal when
η = 20, and offers over 1% performance increase again,

which means the proposed factor user personal interest
is indispensible for RS to achieve higher accuracy in Yelp
dataset.

5.4.2 Similarity Measurements
In Section 4, we measure user personal interest by the sim-
ilarity between the topic distribution vector of user interest
and item as in (9). There are various methods to measure
the similarity including Cosine Similarity (CS), Euclidean
Distance (ED), and Manhattan Distance (MD). Here we
conduct series of experiments to compare these methods
using PRM1 and PRM2 model based on CircleCon2b in
Restaurants of Yelp. The performance is shown as Table 12.
From Table 12, we can see that the error of these three
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TABLE 13
Number of Users in Each Group According to the Number of

User Rated Items in Restaurants of Yelp

measurements is no more than 0.005 on RMSE and 0.004
on MAE, which shows the reliability of the proposed
personalized recommendation model.

5.4.3 Impact of User Information
In this section, through statistic, we have found the impact
of the amount of user information (user’s number of rated
items and number of friends) to the accuracy of the pro-
posed model and compared models in Restaurants of Yelp.
For one thing, we divide the test dataset into five groups
according to the number of user rated items. The number
of users of each group is shown as Table 13. The RMSE
and MAE histograms are shown as Fig. 4, where “0–9”
in the horizontal axis means the number of user’s rated
items is less than 9, and “40-” means the number of user
rated items is more than 40. And the group of “40-” can
be seen as the experienced users. From Fig. 4, we can see
that the proposed approaches PRM1 and PRM2 are supe-
rior to the other compared models (BaseMF, CircleCon, and
ContextMF) for each group in Restaurants of Yelp. It is
because the proposed model is not only consider the cold
start users with factors of interpersonal influence and inter-
est similarity but also the experienced users with the factor
of user personal interest. For another, we also divide the
test dataset into five groups according to the number of
user’s friends. The number of users of each group is shown
as Table 14. The RMSE and MAE histograms are shown as
Fig. 5, where “0” in the horizontal axis means the number
of user’s friends is zero, and “15-” means the number of
user’s friends is more than 15. The same conclusion holds in
Fig. 5, which demonstrates the social factors are effectively

Fig. 4. RMSE and MAE histograms of impact of user’s rated number in
Restaurants of Yelp.

TABLE 14
Number of Users in Each Group According to the Number of

User’s Friends in Restaurants of Yelp

integrated into the proposed personalized recommendation
model.

5.4.4 Impact of The Three Social Factors
Here, we compare the performances of the three indepen-
dent factors with PRM in Restaurants of Yelp respectively.
In this test, we set β = 30 and γ = η = 0 for the factor of
interpersonal influence; we set γ = 30 and β = η = 0 for
the factor of interpersonal interest similarity; we set η = 30
and β = γ = 0 for the factor of user personal interest. The
performance comparison is shown as Fig. 6(a) and (b).

The approach using none, one, two, and three of the
three factors are systematically compared and the corre-
sponding RMSE and MAE of our approach under PRM1
and PRM2 are shown in Fig. 6(a) and (b) respectively. In the
Fig. 6, NON denotes the approach where none of the three
factors is taken into consideration (corresponds to BaseMF
[4]). II denotes the approach only using interpersonal influ-
ence, IS denotes the approach using only interpersonal
Interest Similarity, UI denotes the approach using only user
personal interest, II+IS denotes the approach integrating
two factors: interpersonal influence and interest similarity,
IS+UI denotes the approach integrating two factors: inter-
est similarity and user personal interest, UI+II denotes the
approach integrating two factors: user personal interest and
interpersonal influence, ALL denotes our approach when
all the three factors are all taken into account.

We can see that all of the three factors have effect on
improving the accuracy of RS. From Table 5 and Fig. 6, we

Fig. 5. RMSE and MAE histograms of impact of user’s friend number in
Restaurants of Yelp.
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Fig. 6. Dicussions on the impacts the three factors to recommendation
performances of our approach under PRM1 and PRM2 on Restaurants
of Yelp: (a) RMSE of the three factors (b) MAE of the three factors.

can see that the proposed PRM effectively fuse the three
factors into a unified personalized recommendation model.

6 CONCLUSION

In this paper, a personalized recommendation approach
was proposed by combining social network factors: per-
sonal interest, interpersonal interest similarity, and interper-
sonal influence. In particular, the personal interest denotes
user’s individuality of rating items, especially for the expe-
rienced users, and these factors were fused together to
improve the accuracy and applicability of recommender
system. We conducted extensive experiments on three large
real-world social rating datasets, and showed significant
improvements over existing approaches that use mixed
social network information. At present, the personalized
recommendation model only takes user historical rating
records and interpersonal relationship of social network
into consideration. In our future works, we will take user
location information to recommend more personalized and
real-time items.
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