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A B S T R A C T

Existing deep learning based detectors are mostly designed for scenes with sparsely distributed objects.
However, in certain scenarios such as dense crowds, objects often overlap severely. The dense anchor
arrangement in anchor-based detectors is not quite suitable for the overlapping object detection. Anchor-free
detectors have the potential to achieve high-performance in overlapping object detection, but troubled by
the extreme imbalance of positive and negative samples. To this end, we propose an anchor-free overlapping
object detector. Our adaptive Gaussian sample division (AGSD) can effectively allocate positive and negative
samples with clear semantics to overlapping objects. Secondly, asymmetric weighted loss (AW Loss) adapts to
continuous positive and negative sample values, thereby improving the classification ability of the detector.
Lastly, our global location distribution head (GLD head) can introduce the supervision of overlapping object
distributions. To verify the effectiveness of our method, we construct a large-scale high-quality overlapping
object detection dataset containing 6173 images and 17,725 annotations. Compared with mainstream object
detector, our method achieves the best performance of 𝐴𝑃50 at 96.71%.
1. Introduction

Currently, deep learning based object detectors trained on the gen-
eral object detection dataset COCO [1] and VOC [2] can handle most
situations in real scenes well. However, there are many scenes with
serious overlapping objects, such as densely crowded people, containers
full of goods, and mobile phones during call behavior. The performance
of classic detectors is not satisfactory in these scenes. Overlapping
object detection is an important and challenging task.

To cope with mutual occlusion of overlapping objects, repulsion
loss [3] designs a new box regression loss function based on attraction
by objects and the repulsion by other surrounding objects. It achieves
good performance in pedestrian detection. NMS Loss [4] is end-to-end
trainable by designing pull loss and push loss for the non-maximum
suppression (NMS) process, so that the false negative is retained and
the false positive is suppressed.

Even though these methods improve overlapping objects detection
performance, they still have certain shortcomings. Tightly arranged
anchors cannot cope well with scenes with severely overlapping ob-
jects. And the performance depends on boxes sizes, aspect ratios, etc.
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These hyperparameters need to be carefully adjusted. The aforemen-
tioned shortcomings motivate us to establish an accurate and effective
anchor-free detector for overlapping object detection. The anchor-
free detectors [5–8] remove the anchor mechanism to simplify the
post-processing process. And it avoids the process of complicated IoU
calculation for sample division. However, directly applying the anchor-
free idea to overlapping object detection does not perform as expected.
It is challenging due to the following difficulties.

The first difficulty is that overlapping objects often have semantic
conflict when dividing samples. The pixels in the overlapping area
belong to multiple objects, but it is difficult to be reasonably classified
as a positive sample of a suitable object. As shown in Fig. 1, the yellow,
blue, and red boxes represent the division results of positive samples
of face, mobile phone, and hand, respectively. In Fig. 1(a), all pixels
in the boxes are divided into positive samples in FCOS [6], while the
positive samples in the overlapping part (green regions) are difficult
to be effectively divided into one of three classes due to semantic
conflicts. The unreasonable division of samples does not make the ratio
of positive and negative samples unbalanced. Facing the imbalance of
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Fig. 1. Comparison of sample division methods. AGSD alleviates semantic conflicts of samples and quantifies objectivity.
positive and negative samples in the anchor-free detector, Tian et al. [6]
alleviate the imbalance of positive and negative samples by specifying
all pixels in the real boxes as positive samples. Zhang et al. [9] divide
the positive and negative samples according to the statistical method
by counting the IoU between the predicted boxes and the real ones.
These works promote the study of positive and negative sample divi-
sion methods in anchor-free detectors. However, the collision between
overlapping objects requires more effective guidance for the division
of positive and negative samples. In Fig. 1(b), AGSD can adaptively
establish a Gaussian distribution according to the shape of the box, to
divide the semantically overlapping area into a flexible and reasonable
positive sample division. We propose AGSD to avoid collisions of
different classes and alleviate the imbalance problem of positive
and negative samples.

As for the second defeat in overlapping object detection, the weak
classification ability of the anchor-free detector is not suitable for pixel-
by-pixel classification. When the overlapping area between the objects
belongs to two or more classes of objects at the same time, the pixels
in the overlapping area are difficult to be judged as a certain class.
Humans can classify overlapping pixels based on the edges of objects,
but existing detectors are difficult to do the above. The semantic
conflict caused by severe overlap poses a severe challenge to the pixel-
by-pixel classification task of the anchor-free detector. In order to
improve the classification ability of the detector, He et al. [10] made
the detector pay more attention to the difficult samples by weighting
the difficult and simple samples. Duan [5] et al. highlight the positive
samples in the training process by suppressing the negative samples
around them. The anchor mechanism and the suppression of negative
samples around positive samples make the detector focus on positive
samples in an image, thereby improving its classification ability. But in
the anchor-free detector, improving the classification ability requires
a more powerful classification loss to suppress the influence of pixels
that are difficult to classify in the overlapping area. AGSD performs
continuous processing (𝑦 ∈ [0, 1]) on discrete positive samples (𝑦 = 1)
and negative samples (𝑦 = 0). The classic classification loss for example
Fcoal loss [10] can only deal with the division of discrete positive and
negative samples. On the basis of Gaussian partitioning, our asymmetric
weighted loss continuously processes the discretized positive and
negative samples with imbalanced weights for positive and negative
samples.

The third difficulty is that after the detector performs feature ex-
traction, the subsequent classification head and regression head cannot
effectively constrain and predict the global location distribution of
overlapping objects. In response to the down-sampling error caused by
feature extraction, Duan et al. [5] introduces the offset head to pre-
dict the center point offset, which improves the anchor-free detector’s
ability to locate the object center point. Feng et al. [11] uses a new
task alignment head to enhance the information interaction between
the classification head and the regression head, thereby alleviating
2

the mismatch between the classification score and the quality of the
prediction box. The methods mentioned above mainly enhance the
information interaction of the basic classification head and regression
head to obtain better detection, but they cannot achieve effective
predictions in the face of the location distribution between heavily
overlapping objects. The direct regression to locations and classes of
objects is very effective when objects are sparsely distributed. However,
in the scene where objects overlap each other, the overlapping area
troubles the object classification and box positioning. We introduce
GLD head to introduce the ability for the detector to learn global
location distribution of overlapping objects. This allows the detec-
tor to learn object distribution explicitly, which greatly improves the
performance of the detector in the scenes with severe overlapping
objects. GLD head enhances classification features while explicitly
learning the global location distribution of objects in overlapping
scenes. The main contributions of this paper are summarized as.

(1) AGSD deals with semantic conflict of positive and negative
samples in overlapped areas. AGSD adaptively establishes a Gaussian
distribution according to objects’ shape, and obtains a clearly-attributed
sample division result.

(2) We concatenate the mapping with 1 for positive samples and 0
for negative samples into the interval [0, 1], and propose a dedicated
AW Loss to improve the detector’s ability to classify difficult samples.

(3) We propose GLD head to strengthen the constraint of the detec-
tor on the sample distribution of different objects during the training
process. It can force the network to learn more clear classification
heatmap results.

(4) To verify the effectiveness of our method, we construct a high-
quality large-scale dataset containing 6173 images and 17,725 in-
stances, with severe overlap between objects. Experiments confirm the
effectiveness of our method.

2. Related works

2.1. Sample division in anchor-free detectors

It is annoying to delineate suitable positive and negative samples for
pixels in the overlapping area. Unlike image classification task [12–16],
we need to find and locate objects in the object detection task [17–
19]. The object occupies a small number of pixels in the entire picture
relative to the background. The problem of sample imbalance always
bothers deep learning based detectors. The division of positive and neg-
ative samples in the overlapping area plagues object overlapping scenes
such as crowds [20–24], object detection of commodities [25–28], and
call behavior recognition [29].

According to whether it use anchor mechanism, detectors can be
divided into anchor-based [10,30,31] and anchor-free [5,6,32]. The
positive and negative sample division strategy of anchor mechanism
is simple. Faster R-CNN [33] regards IoU greater than 0.7 as positive
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samples, and IoU less than 0.3 as negative samples to alleviate the
imbalance. Complex IoU and anchor regression increase the complexity
and slow down the speed of anchor-based detectors. Tightly arranged
anchors make it difficult to effectively and reasonably allocate samples
for overlapping objects.

Anchor-free detectors alleviate the sample allocation problem be-
tween the prediction box and the overlapping objects. But since the
anchor-free detector performs category prediction pixel by pixel, this
mechanism leads to a sample imbalance phenomenon far beyond the
anchor-based detectors. Duan et al. [5] divide the center point of the
ground-truth box into positive samples, and other pixels in the image
into negative samples. Furthermore, an improved Focal Loss [10] is
used to suppress the difficult negative samples around the positive
samples. This method improves the imbalance of positive and nega-
tive samples. However, it still cannot effectively solve the problem of
sample division in the object overlapping area. YoloX [34] represents
the current state-of-the-art model in anchor-free object detection. In
terms of the label assignment strategy, YoloX introduces Similarity-
based Optimal Transport Assignment (SimOTA), which analyzes label
assignment from a global perspective rather than solely considering
local information. In comparison, our AGSD dynamically generates
Gaussian heatmaps, effectively addressing semantic conflicts during
sample partitioning in the presence of overlapping targets.

In order to alleviate the semantic ambiguity faced by the sam-
ple division of the object overlapping area, we propose an adaptive
method for dividing positive and negative samples based on Gaussian
distribution. It can effectively respond to overlapping object sample
division.

2.2. Classification loss for the sample imbalance

Classification loss is used to measure the degree of deviation be-
tween classification results and ground-truth. The imbalance between
positive and negative samples lead to that the loss of easy samples is
dominant in the total loss. Focal loss [10] en-balances the distribution
between positive (easy) and negative (difficult) samples.

In particular, the anchor-free detector is troubled by the more
serious imbalance of positive and negative samples than in the anchor-
based detector. Duan et al. [5] propose to impose penalties on the
difficult negative samples around the positive samples at the object
center point to alleviate this problem. Furthermore, Qin et al. [35]
assign weights to samples according to the quality of the detection
boxes so that the network can pay more attention to the classification
results of high-quality detection boxes. Liu et al. [36] design more
reasonable weights for the classification loss of the positive samples
and the classification loss of the negative samples according to the ratio
between the positive and negative samples to balance the proportion of
the respective loss functions of the positive and negative samples in the
entire classification loss function.

The above method significantly alleviates the imbalance problem
of positive and negative samples in the sparse object scene. In the
face of overlapping objects, the sample definition and loss function
design of overlapping area still puzzles researchers [3,4]. We make the
positive samples of pixels in the overlapping area continuous based on
the distance between the pixels and the object center. Furthermore, an
asymmetric weighted loss is proposed to calculate the loss of positive
samples in the overlapping area of objects.

2.3. Detection heads

The detector uses classification head and regression head to predict
the object class and boundary information after extracting and fusing
the features of the image. The feature map is usually 1/4 or 1/8 of
the original image, so the error caused by downsampling is inevitably
introduced to the center point of the object. Duan et al. [5] achieve
more accurate center point positioning by adding an offset branch
3

Fig. 2. Flowchart of network. Feature maps are generated by the backbone network.
The classification head and the regression head respectively predict the center point and
the shape of the object. The GLD head predicts the global object location distribution
of the image and weights the feature map in the classification head pixel by pixel.

to the center point to predict the error caused by downsampling. Li
et al. [37] propose a novel dynamic head framework to unify object
detection head and attention. By coherently combining multiple self-
attention mechanisms between the feature levels of scale perception,
the spatial position of spatial perception, and the output channel of task
perception, the proposed method significantly improves the representa-
tion ability of the object detection head. Kendall et al. [38] realize three
tasks at the same time by adding heads of detection, segmentation,
and depth estimation, and adopt a multi-task learning paradigm to
improve the performance of the detector. Li et al. [39] use detection
heads for the multi-level features of FPN to realize the hierarchical
prediction of multi-scale faces, and construct a purely convolutional
face detector. The distribution vector utilization method in this paper
bear similarities to the technique in [40], which also employs a method
of weighting features using distribution vectors. The difference lies in
that our distribution vector focuses more in the domain of anchor-free
object detection.

Improving or adding new detection heads for the detector can en-
hance the positioning ability and presentation ability. However, in the
face of the complex location distribution between overlapping objects,
the basic classification head and regression head cannot effectively
learn them. Here GLD head enable the detector explicitly learn the
global location distribution relationship of overlapping objects.

3. Proposed method

3.1. System overview

Object detection based on deep learning usually includes three
processes: 1) Design the network structure to be responsible for feature
extraction and result prediction. 2) According to the object classes and
ground-truths, carry out suitable positive and negative samples division
and box coding as the learning target of the prediction result. 3)
Design loss function to quantitatively compare the difference between
prediction and the target value, to supervise the network to update
the parameters. Correspondingly, the network structure including GLD
head will be introduced in the first part. AGSD is in the second part.
AW Loss and the total loss function are given at the end.

3.2. Network structure

(1) Feature Generation
The pipeline of our network is shown in Fig. 2. ResNet50 [41]

is used as a feature extractor. Suppose an image is expressed as
𝐼 ∈ 𝑅3×𝑊 ×𝐻 . When features of resized images are extracted through
ResNet50, we obtain the feature map of 1/4, 1/8, 1/16, and 1/32
down-sampled from the original image level by level. Feature Pyramid
Network (FPN) is responsible for fusing extracted features. The output
is 𝑃 2 ∈ 𝑅256×𝑊 ∕4×𝐻∕4. The features extracted from the backbone can
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Fig. 3. Prediction box decoding. The classification head predicts the probability 𝑐𝑙𝑠(𝑥𝑐 ,𝑦𝑐 )
that each pixel is an object center. The regression head predicts the distance 𝑟𝑒𝑔(𝑥𝑐 ,𝑦𝑐 )
from this point to the four sides of a detection box. Then enlarge the decoded box four
times to get the final results.

Fig. 4. Ground-truth generation of global location distribution. The first step is to
perform data enhancement such as random cropping on the original data. The second
step is to generate Gaussian blur based on the enhanced ground-truths and filter out
positive samples with low objectivity.

obtain high-level semantic information and low-level detailed informa-
tion at the same time after FPN fusion, which are more suitable for
object detection.

(2) Detection heads
The detection part of the detector is composed of three detection

heads. The classification head performs binary classification at each
pixel, predicting the possibility of object center. The regression head
predicts a four-dimensional vector (𝑙, 𝑡, 𝑟, 𝑏) for each pixel (𝑥𝑐 , 𝑦𝑐 ). The
GLD head predicts the global position distribution of the targets in the
overlapping scenes. We can decode the prediction box for each pixel
with the results of classification head and regression head as shown in
Fig. 3, for each pixel, predict the probability that it is an object center
𝑐𝑙𝑠(𝑥𝑐 ,𝑦𝑐 ) (for example 0.97), and the distance between the point and the
four sides of the detection box 𝑟𝑒𝑔(𝑥𝑐 ,𝑦𝑐 ). Combine it into a detection box,
and then enlarge its coordinates four times as the final detection result.
(𝑥0, 𝑦0) is the coordinate of the upper left corner of the prediction box,
and (𝑥1, 𝑦1) is the coordinate of the lower right corner of the prediction
box.

(3) Global Location Distribution head (GLD head)
In order to enable the detector to learn the global location dis-

tribution between overlapping objects, we design the GLD head. The
detector can obtain the prediction of the distribution relationship in
the image by GLD head.

The ground-truth of global location distribution is generated as
shown in Fig. 4. We firstly perform data augmentation such as random
cropping and zooming on the image. Then the Gaussian pixel distribu-
tion of the object is generated according to the shape of the object box.
In order to reduce the overlap of overlapping objects’ distributions, we
use 0.4 as a threshold to clarify the main distribution location of the
object.
4

Fig. 5. Comparison of AGSD and sample division methods.

3.3. Adaptive Gaussian sample division (AGSD)

In this section, we will introduce AGSD. First of all, we improve the
rough heatmap generation method in CenterNet [5]. The new method
proposed can adaptively generate heatmaps according to the shape
of the object boxes, instead of the circular heatmaps. Take the face
heatmap as an example, assuming that the center point of face boxes
on the original image is

(

𝑥𝑐0, 𝑦𝑐0
)

. As we all know, the expression of
two-dimensional Gaussian function 𝐺(𝑥, 𝑦) is:

𝐺(𝑥, 𝑦) = 1
√

2𝜋𝜎𝑥𝜎𝑦
exp

(

−

(

𝑥 − 𝑥𝑐0
)2

2𝜎2𝑥
−

(

𝑦 − 𝑦𝑐0
)2

2𝜎2𝑦

)

(1)

where 𝜎𝑥 and 𝜎𝑦 are the standard deviations along 𝑥 and 𝑦 directions.
The standard deviation of Gaussian distribution is determined by the
same calculation method as OpenCV:

𝜎𝑥 = 0.3 × ((𝑤 − 1) × 0.5 − 1) + 0.8 (2a)

𝜎𝑦 = 0.3 × ((ℎ − 1) × 0.5 − 1) + 0.8 (2b)

where 𝑤 and ℎ are the width and height of box respectively.
The difference between AGSD and other sample divisions in the

common detector is shown in Fig. 5. In CenterNet [5], only the center
point of each box is regarded as a positive sample, and other points
are regarded as negative samples. Since the number of positive samples
is very small, the serious imbalance of positive and negative samples
brought about affects the performance of CenterNet [5]. In FCOS [6],
the samples in the ground-truth boxes are regarded as positive samples,
and the points outside are regarded as negative samples basically. And
the scale constraint in FPN, the strategy of preferentially dividing pixels
in the overlapping area to small objects still cannot effectively deal
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Fig. 6. The comparison of symmetric weighting and asymmetric weighting when
𝑦 = 0.4, 0.6, 0.8. Asymmetric weighting has larger and smaller values when the difficult
sample is misdetected (𝜎 < 𝑦) and the simple sample is detected correctly (𝜎 > 𝑦), so
as to better deal with the imbalance of difficult and easy samples.

with the semantic conflicts in highly overlapping regions. ATSS [9]
introduces statistical analysis into sample division, and selects pixels
with higher IoU as the final positive sample. But like FCOS [6], the
semantic conflicts of pixels in the overlapping area still cannot be
handled properly.

As shown in Fig. 5(d), AGSD establishes a Gaussian distribution
based on the shape of the object, thereby effectively avoiding sample
conflicts in the overlapping regions.

The objectivity of an object usually decays from center to surround-
ings. Only a box center is divided into positive samples, it ignores the
effect of other pixels around the center. At the same time, classification
branch of the detector regards points around the center as negative
samples. This increases the difficulty of classification branch training.
And in the four corners of a ground-truth box, the object is basically
close to the background. By establishing a Gaussian distribution accord-
ing to shape of objects, AGSD can avoid semantic conflicts, and assign
appropriate weights to each positive sample according to their Gaussian
value.

3.4. Loss function

(1) Asymmetric Weighted Loss (AW Loss)
Focal loss [10] solves the problem of imbalance of positive and

negative samples and the imbalance of difficult and easy samples in
one-stage object detection. It reduces the weight of a large number of
simple negative samples in training. Focal loss is defined as:

𝐅𝐋(𝑝) =
{

− (1 − 𝑝)𝛼 log (𝑝) when 𝑦 = 1
− (𝑝)𝛼 log (1 − 𝑝) when 𝑦 = 0

(3)

where 𝑝 is the predicted probability of the classification branch that
the pixel may be the object center. 𝑦 indicates whether the pixel is the
center of the object. 𝛼 is a hyperparameter, generally set to 2.

With AGSD, pixels with high objectivity can be divided into positive
samples and negative samples. And 𝑦 value is continuously converted
to decimals between 0 and 1 according to the objectivity. But positive
pixels are treated equally during calculation of classification loss, the
objectivity difference between positive samples is crucial but will be
overwhelmed. As shown in Fig. 5, the objectivity of a center point is
much higher than the positive samples at the heatmap edges. To use the
objectivity difference among positive samples, we weight the samples
according to the value of the heatmap, and propose AW Loss:

𝐀𝐖𝐋(𝜎) = −|𝑦 − 𝜎|𝛼((1 − 𝑦)𝛽 log(1 − 𝜎) + (𝑦)1∕𝛽 log(𝜎)) (4)
5

Table 1
The statistics of the overlapping object detection dataset.

Small Medium Large Total

Face 89 1661 6334 8084
Hand 25 3531 3514 7070
Phone 128 1535 908 2571
Total 242 6727 10 756 17 725

AW loss can calculate the classification loss for the object that
is regarded as a Gaussian distribution. Where 𝑦 is the ground-truth
value of object Gaussian distribution. The closer the sample is to the
object center, the stronger the objectivity of the samples, and the
larger the corresponding 𝑦 value is. 𝜎 is the predicted value for the
object distribution. 𝛼 is a hyperparameter with a value of 2, which
has the same function as 𝛼 in Focal loss [10]. 𝛽 is a hyperparameter
with a value of 4 used to asymmetrically weight the positive sample
loss and the negative sample loss. For the imbalance of positive and
negative samples, the weight of the positive samples is (𝑦)1∕𝛽 , and the
positive samples is mapped to get the higher weight. The weight of
the negative sample is (1 − 𝑦)𝛽 , and the weight obtained by (𝑦)1∕𝛽

mapping is smaller to reduce the influence of negative samples. For
the imbalance of difficult and easy samples, we compared the values
of AWL in the asymmetric weighting and symmetric weighting at 𝑦 =
0.4, 0.5, 0.6. As shown in Fig. 6, when the predicted value is lower than
the 𝑦 value (difficult sample is misdetected), the asymmetric weighted
classification loss is greater. When the predicted value is higher than
the 𝑦 value (simple sample is detected correctly), the classification loss
of asymmetric weighting is smaller than that of symmetric weighting.
AWL can more effectively balance the imbalance of difficult and easy
samples.

Through asymmetric weighting, AW loss can perform reasonable
loss calculations on Gaussian distributed samples, and guide the de-
tector to focus on the positive samples with high objectivity, thereby
enhancing the detector’s classification ability in the overlapping object
detection tasks.

(2) Total Loss Function
We define total loss function 𝐿 as follows:

𝐿 = 𝐿𝑐𝑙𝑠 + 𝐿𝑟𝑒𝑔 + 𝐿𝑑𝑖𝑠 (5)

where 𝐿𝑐𝑙𝑠 is AW Loss, which is used to ease the imbalance of positive
and negative samples of the dataset. 𝐿𝑟𝑒𝑔 uses L1 Loss, which is used
to guide the detector’s focus in different processes. For GLD head, we
use Focal Loss [10] to measure the errors in distribution prediction.

4. Dataset

The dataset images are collected in real scenarios. There are a total
of 6859 images with 17,725 annotations in our dataset, which share
the same resolution of 640 × 480.

As shown in Fig. 7, the data of the handheld mobile phone and its
corresponding deceptive actions are all included in the dataset. The
three classes of objects such as mobile phones, hands, and faces often
overlap, which poses a challenge to the pixel-by-pixel classification
capability and sample division in the anchor-free detector. And the
collected persons have various movements and the shape of the hands
are varied. Medium and large goals occupy the majority. We place 6173
images (90%) into the training set and val set, and the remaining 686
images (10%) into the testing set. The statistics of the dataset is shown
in Table 1.

The number of annotations for hands, faces and mobile phones
is 8084, 7070, and 2571, respectively. Relatively speaking, there are
fewer labels for hands, and there is a certain class imbalance. Fur-
thermore, unlike the COCO dataset [1] that is dominated by small
objects, the number of small, medium, and large objects in our dataset
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Table 2
Performance comparison with mainstream detectors.

Model Backbone 𝐴𝑃 𝐴𝑃50 𝐴𝑃75 𝐴𝑃𝑆 𝐴𝑃𝑀 𝐴𝑃𝐿

Faster R-CNN [33] ResNet50 65.7 95.5 74.5 17.7 59.6 72.2
SSD [31] ResNet50 64.0 95.6 71.7 20.4 56.9 71.4
YOLO V3 [30] DarkNet53 65.3 95.3 74.5 25.7 57.7 71.9
FASF [42] ResNet50 65.40 95.1 73.5 14.4 58.6 72.1
free-anchor [43] ResNet50 64.3 95.8 72.9 29.7 58.0 69.9
CenterNet [5] ResNet50 64.7 96.2 72.3 28.8 56.8 73.2
Ours ResNet50 66.09 96.71 75.13 21.14 58.53 72.91

1RED/BLUE indicate SOTA/the second best.
Fig. 7. Dataset contains overlapping object scenes and corresponding deception scenes
with various person poses.

is 242, 6727, and 10,757, respectively. Medium objects, especially large
ones, occupy the vast majority of the dataset. Most of the current
detectors are evaluated and compared on the COCO dataset [1] with
small objects, which means that some optimization methods are no
longer suitable for the overlapping object detection task in this paper.

5. Experiments

To show the effectiveness of the proposed overlapping object detec-
tor, we make comprehensive comparisons between our approach with
mainstream deep learning methods such as YOLOv3 [30], FASF [42],
etc. Then we do ablation experiments to explore the effectiveness of
AGSD, GLD head, and AW Loss for the detector.

5.1. Experiment setup

The ratio of training set: validation set: test set is 7:2:1. We use
ResNet50 [41] pre-trained on ImageNet as the backbone of the detector
for feature extraction. The model uses the Adam optimizer for training
with 32 images per batch. The initial learning rate is 1.25 × 10−4, and
a total of 70 epochs are trained. At the 45th and 60th epoch, the
learning rate is attenuated to the original 0.1. All experiments were
performed on a device containing two 2080TI and CPU E5-2620 v4 @
2.10 GHz. Similar to most publications, we use the average precision
6

(AP) to evaluate the performance of our method. 𝐴𝑃 is the area of the
precision/recall curve.

𝐴𝑃 = ∫

1

0
𝑃 (𝑅)𝑑𝑃 (6)

where 𝑃 is precision and 𝑅 is recall. 𝑃 (𝑅) is a function with 𝑅 as its
independent variable.

5.2. Comparison with mainstream detectors

We compare the proposed method with mainstream object detec-
tors: (1) Anchor-based one-stage object detectors: YOLOv3 [30], SSD
[31], freeanchor [43] and FASF [42]. (2) Anchor-based two-stage
object detectors: Faster R-CNN [33]. (3) Anchor-free object detectors:
CenterNet [5]. The feature extraction network adopts ResNet50 (the
feature extraction network of YOLOv3 [30] is darknet53).

As shown in Table 2: Anchor-based object detectors such as SSD
[31], Faster R-CNN [33] and YOLO v3 [30] achieve 𝐴𝑃50 of 95.6%,
95.5% and 95.3%. Anchor-free object detectors like CenterNet [5]
achieve 𝐴𝑃50 of 96.2%. Our method reaches 96.7% 𝐴𝑃50. It is the best
performance on severely overlapping object detection tasks.

The final detection result is shown in Fig. 8, the green boxes are
the ground-truths, and the red ones are the predictions. It can be seen
that the detector can accurately detect objects. In the first and second
columns of Fig. 8, the location distribution of objects is relatively simple
and scattered. objects like faces, hands, mobile phones all achieve high-
confidence. In the third and fourth columns of Fig. 8, the distribution
among objects is complex, and there is a serious overlap. Our method
obtains effective sample division and object location distribution, and
achieves high-performance detection for overlapping objects.

5.3. Ablation experiments

AGSD reasonably divides the samples into the overlapping area.
GLD head learns the global location distribution of the objects, and AW
Loss enhances the classification ability of the anchor-free detector. In
order to analyze their influence on the detector, we conduct a series of
ablation experiments under the same experimental settings.

All ablation experiments are briefly reported in Table 3. Since the
number of small objects in the dataset is small, the performance mainly
depends on the performance of the overlapping object detector on
medium and large objects. Compared with the baseline, the perfor-
mance of AGSD and AW loss has increased by 0.82% and 0.83% on
medium and large objects (𝐴𝑃𝑀 and 𝐴𝑃𝐿), respectively. When the two
are used at the same time, the 𝐴𝑃 increases from 64.72% to 65.55%.
GLD head can give the detector an additional ability to learn the global
location distribution of overlapping objects, which can further improve
the performance of the detector from 65.55% to 66.09%.

(1) Ablation Study for GLD head
We compare the performance of detectors with and without GLD

head. Experimental results are in Table 4. We see that GLD gains
0.54% and 0.66% improvement on 𝐴𝑃 and 𝐴𝑃50. The ability to learn
the global location distribution among overlapping objects allows the
detector to better align medium objects and large objects, finally im-
proving 0.39% and 0.49% in 𝐴𝑃 and 𝐴𝑃 , respectively.
𝑀 𝐿
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Fig. 8. The green boxes are ground-truths, and the red ones are the detection results. We realize the high-precision detection of discretely distributed (1st and 2nd column) and
overlapping (3rd and 4th column) objects.
Fig. 9. Comparison of results with and without GLD. The first and second rows are the results without GLD head and with GLD head. The green boxes and red ones are the
ground-truths and predictions.
Table 3
Ablation experiments.

AGSD AW Loss GLD 𝐴𝑃 𝐴𝑃𝑆 𝐴𝑃𝑀 𝐴𝑃𝐿

64.72 25.81 56.81 73.21
✓ 65.25 25.28 57.63 71.90

✓ 65.27 25.82 56.07 74.04
✓ ✓ 65.55 23.64 58.14 72.42
✓ ✓ ✓ 66.09 21.14 58.53 72.91

Table 4
Ablation study for GLD head.

𝐴𝑃 𝐴𝑃50 𝐴𝑃𝑆 𝐴𝑃𝑀 𝐴𝑃𝐿

AGSD+AWL 65.55 96.05 23.64 58.14 72.42
AGSD+AWL+GLD 66.09 96.71 21.14 58.53 72.91

We also made a comparison before and after the addition of GLD
head in Fig. 9. The first and second rows are the results without GLD
head and with GLD head. The green and red boxes are the ground-
truths and predictions. As shown in the first column of comparisons,
the high overlap between the mobile phone and the hand makes the
location distribution of the object complicated. GLD head can accu-
rately separate the hand from the mobile phone and suppress the false
detection box near the mobile phone detection box. Comparing the
second and third groups of images, GLD head can perform a better
7

overview of the overall global location distribution, so that the hands
that were previously missed are detected. Comparing the last set of
images, after adding GLD head, the detector can be more confident
when predicting the object category. The confidence of the face and
hand is compared with the previous 0.924 and 0.887 increased to 0.947
and 0.897. GLD head can increase the learning ability of the global
location distribution among the objects for the detector, and also has
a certain auxiliary improvement effect for the classification task of the
detector.

(2) Influence of AGSD
To alleviate the problem of pixel semantic conflicts during sample

division of overlapping objects, we design AGSD to adaptively generate
Gaussian heatmaps for overlapping objects according to the shapes of
their boxes to divide positive and negative samples. In the ablation
experiment, we compare AGSD with the classic anchor-free detector
FCOS [6] and CenterNet [5] sample division methods. FCOS [6] divides
all pixels in the objects boxes into positive samples, and then uses the
manually set scale information to filter out some low-quality samples.
CenterNet [5] only regards the center point of the object as the positive
sample, and the remaining pixels are regarded as negative samples. The
results of the experiment are shown in the Table 5:

It can be seen that treating the pixels in the ground-truth box as
a positive sample performs poorly in the overlapping object detection,
with an 𝐴𝑃 of 56.69%. Treating the center point of the object as a
positive sample can avoid semantic conflicts in overlapping areas, but
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Fig. 10. Comparison of FCOS’s division and AGSD detection results. The first and second rows are the results of FCOS’s division and AGSD’s division. The green boxes and red
ones are the ground-truths and predictions. The third row is the visualization of AGSD Gaussian Distribution Prediction Results.
Table 5
Ablation study for AGSD.

𝐴𝑃 𝐴𝑃50 𝐴𝑃𝑆 𝐴𝑃𝑀 𝐴𝑃𝐿

FCOS [6] 56.69 84.44 25.38 47.74 64.72
CenterNet [5] 64.72 96.23 25.82 56.81 73.21
AGSD 65.25 96.74 25.28 57.63 71.9

the performance is limited by the more uneven ratio of positive and
negative samples, the 𝐴𝑃 is 64.72%. While AGSD effectively alleviates
the semantic conflict problem of the division of positive and negative
samples, the ratio of positive and negative samples is also more bal-
anced, with an 𝐴𝑃 of 65.25%. Compared with the sample division
methods of FCOS [6] and CenterNet [5], the performance of AGSD
exceeds 8.56% and 0.53%, respectively. In terms of small and large
objects, AGSD achieves similar performance to CenterNet [5]. In terms
of the medium object that dominates the dataset, AGSD achieves a key
increase of 0.82% compared to CenterNet [5].

Furthermore, we visualize the experimental results of two sample
division methods: FCOS [6] and AGSD. As shown in Fig. 10, the first
and second rows are the results of FCOS’s division and AGSD. The green
and red boxes are the ground-truth and detection results. As shown in
the first column, although the FCOS’ division method detects the right
hand, the positioning accuracy is far less than that of AGSD. In the
2nd, 3rd, 4th columns, mobile phone overlaps hand seriously, and only
AGSD can accurately identify correct detection boxes.

The third row shows prediction results of the detector for object dis-
tribution. We see that AGSD can divide the samples in the overlapping
area, thereby alleviating the semantic conflict. The central area of the
overlapping objects can be effectively distinguished by the detector.

(3) Ablation Study for AW Loss
After concatenating the positive and negative samples to the range

of [0,1], we design AW Loss for classification head. AW loss uses
asymmetric exponential weights for positive and negative samples,
which can make the proportion of positive sample loss and negative
sample loss more balanced. In the ablation experiment, we compare the
8

Table 6
Ablation study for AW Loss.

𝐴𝑃 𝐴𝑃50 𝐴𝑃𝑆 𝐴𝑃𝑀 𝐴𝑃𝐿

Focal Loss 64.72 96.23 28.83 56.81 73.21
AWL 65.27 96.83 25.81 56.07 74.04
AGSD+AWL 65.55 96.05 23.64 58.14 72.42

performance of AW Loss and Focal Loss [10]. The experimental results
are shown in the Table 6.

Comparing Focal loss [10] and AW Loss, we can see that the 𝐴𝑃50 of
AW Loss is 0.60% higher than that of FL 96.23%. At the same time, AW
Loss has also made significant improvements in the detection of large
objects, increasing the 𝐴𝑃𝐿 of Focal loss [10] from 73.21% to 74.04%.
Furthermore, AW Loss and AGSD have non-conflicting improvements
to overlapping objects. AW Loss can also significantly improve the
performance of 𝐴𝑃50 and 𝐴𝑃𝐿 on the basis of AGSD.

6. Conclusion

We develop an anchor-free method for severely overlapping object
detection. Extensive experiments have shown the effectiveness of our
method. The proposed AGSD effectively divides positive and negative
samples into overlapping areas, and alleviates the semantic conflict.
The original discrete positive and negative samples are taken to contin-
uous [0,1] interval. AW Loss improves the classification ability of the
detector with a more reasonable classification loss. GLD head adds the
ability to learn the complex global location distribution for the detector.
We hope that these highlights may be useful for other overlapping
object tasks.
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