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the state-of-the-art, which indicates a good universality of our 
method on this challenging benchmark. 

Since the occluded re-ID methods are tailor-made for the 
scenario where pedestrians are occluded, the latest occluded 
pedestrian re-ID methods, in addition to testing on the occluded 
dataset, usually also observe the universality on the holistic 
pedestrian datasets. We follow them and test our method on the 
two most popular holistic datasets Market-1501 and Duke-
MTMC-reID. As shown in Table V, FPR [20] achieves much 
higher performance than other methods, this may be because 
the picture descriptor of FPR is designed as four complex 
feature maps instead of the concatenated feature vectors used 
by most methods (each feature map can be equivalent to 
multiple feature vectors). Therefore, while consuming more 
storage and computing resources, FPR contains richer 
information and performs well on large holistic datasets. And 
our mAP ranks second among all occluded re-ID methods, 
which indicates a good generality of our method on holistic 
datasets. We can also see that, since there is few obstruction on 
the image of holistic dataset, the gains of VRM are very weak. 
And the gains of AOPS+SFA over baseline are +(1.2%/1.1%) 
and +(1.2%/1.2%) in rank-1/mAP on two holistic datasets, this 
improvement indicates that even if the occlusion is scarce in the 
dataset, the part-based representation of AOPS+SFA can still 
be helpful for enhancing the local features' learning on the basic 
backbone. 

D. Ablation Study on AOPS 
1) Comparison with Standard Attribute Network   

In our framework, AOPS is responsible for locating the 
pedestrian body part, and its role is like a human parsing or 
segmentation tool. But it is inappropriate to use intersection 

over union (IoU) to evaluate AOPS like a segmentation method. 
Because AOPS is weakly supervised trained, it cannot provide 
an extremely accurate segmentation mask. Besides, in our 
system, we don't need it to provide a mask that can accurately 
cut the pedestrian's body part: In SFA, we fixed the rotation 
factors of the spatial transformation, the extracted local features 
are a rectangular region derived from the overall features. The 
human body is non-rigid, so that local features must contain a 
small amount of occlusion and background information. In 
the training stage, we let the model recognize pedestrian images 
that contain some background information, which enables the 
network to construct more robust discrimination. Then, for the 
AOPS, it only needs to provide the SFA with guidance 
information on where in the image the pedestrian's body parts 
roughly locate. 

Therefore, we designed the following experiment to verify the 
effectiveness of AOPS: we first train a standard attribute 
recognition network (named AttrNet ) on Market-1501 with the 
attribute annotations, and then train the AOPS with interference 
occlusion erasing strategy shown in Fig. 4. Next, we fill the left 
half or right half random color blocks (such as yellow, green, 
blue, etc.) of the pictures in the test set. The reason why we 
choose left and right instead of up and down is that the left and 
right half of the fill has less effect on the original pedestrian's 
attributes. For example, if the lower body of a pedestrian is 
blocked, the color of the lower body is not visible, and this 
lower body color attribute annotated will disappear. But if we 
block the left half, this will not happen. We call the test set filled 
with color patches as Halfpatint-Testset, and then we use 
AttrNet and AOPS to test the attribute prediction accuracy on 
the original test set (Ori-Testset) and Halfpatint-Testset, 
respectively. Fig. 7 shows some CAM heat maps examples of 
these two methods. 

It can be seen that when AttrNet handles the situation where 
the color block occludes the pedestrian's body, the attribute 
prediction will be disturbed, and some attention will be 
dispersed to the color block. The color of the painted block will 
not only cause AttrNet to predict the wrong color attribute (as 
shown in Fig. 7 (a) and (b)), it will also interfere with the 
network's judgment of other non-color attributes (Figure 7 (c)). 
However, AOPS will focus on the human body part to avoid 
interference of color blocks. And compared with AttrNet, 
AOPS can focus on the part of the picture that is more in line 
with the human prior knowledge of each attribute.   

We then follow the attribute accuracy evaluation method of 
[17], using mean accuracy to observe the attribute prediction 

TABLE V 
THE COMPARISON OF OUR METHOD WITH THE OCCLUDED PERSON RE-ID 
STATE-OF-THE-ART METHODS ON MARKET-1501 AND DUKEMTMC-REID, 

RANK-1 ACCURACY (%) AND MAP (%) ARE SHOWN. 

Methods 
Market-1501 DukeMTMC-

reID 
R1 mAP R1 mAP 

DSR [8] 91.3 75.6 82.5 68.7 
SFR [9] 93.1 81.0 84.9 71.3 

VPM [11] 93.0 80.8 83.6 72.6 
PGFA [12] 91.2 76.8 82.6 65.5 
FPR [20] 95.4 86.6 88.6 78.4 

HONet [33] 94.2 84.9 86.9 75.6 
GASM [5] 95.3 84.7 88.3 74.4 
Baseline 93.4 84.1 86.2 74.1 

AOPS+SFA 94.6 85.2 87.4 76.3 
AOPS+SFA+VRM 94.6 85.3 87.5 76.3 

 

 
Fig.7. CAM cases when AttrNet and AOPS are tested on Halfpatint-Testset (transformed from Market-1501). For one image, only the CAMs of attributes who 
have prediction probabilities greater than 0.9 are shown. It can be seen that when AttrNet handles the situation where the color block occludes the pedestrian's 
body, the attribute prediction will be disturbed, and some attention will be even dispersed to the color block. And compared with AttrNet, AOPS can focus on the 
part of the picture that is more in line with the human prior knowledge of each attribute. 
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E. Ablation Study on SFA 
In this section, the feature adaption module is analyzed from 

aspects of feature division, SAR parameter setting, loss 
function parameter setting, and effectiveness validation. 
1) Local Feature Division  

In this part, we study the division method of features before 
SAR. To obtain a richer granularity of feature representation, 
we formulate two different types of local features: overlapping 
features and non-overlapping features. For overlapping features 
that cover a larger area in the image, cutting the feature map 
into two parts in two different ways: the upper and lower 2/3 of 
image (Mode O_1), the upper and lower 3/4 of the image (Mode 
O_2). Then for non-overlapping features which have smaller 
receptive field, we follow the division methods in PCB [44][60], 
horizontally divide the feature map into 2 stripes (Mode N_1), 
3 stripes (Mode N_2), and 6 stripes (Mode N_3) on average. 
These overlapping and non-overlapping features serve as local 
representations. Inspired by MGN [28], we also add a global 
representation Mode G. Since we do not use a separate ID loss 
for each granularity like MGN, we only add one global vector. 
The results of AOPS+SFA+VRM are reported in Table IX. 

It can be seen that when only overlapping features are used, 
the upper and lower 3/4 block method (Mode O_2) achieves the 
best performance, and among the non-overlapping block 
methods, the three-part method (Mode N_2) has the best 
performance. We combine these two types of features together, 
then the best method is Mode O_2+N_2, the dual-granularity 
local representation brings a performance gain of +(3.8%/3.7%) 
in rank-1/mAP on Partial-REID on the basis of Mode O_2. On 
Occluded-DukeMTMC and Occluded REID the gains are 
+(2.4%/2.7%) and +(3.6%/3.6%). Then, we add the global 
representation, which also brings gains of +(0.2%/0.1%), 
+(0.2%/0.1%), and +(0.2%/0.1%).  

It should be noted that the results in Table IX are only based 
on our artificial division method. In [53], the authors explored 
the use of neural architecture search (NAS) technology to find 
a better part model for person re-ID. Therefore, if the 
experimental conditions are sufficient, it is possible to search 
for a better-performing part-based structure for occluded re-ID 
with NAS.  

2) SAR Parameter Analysis  
In SFA, SAR extracts features based on the pedestrian mask 

provided by AOPS. In SAR, there are six parameters that 
control the affine transformation, and they can be divided into 
two types: the parameters ( , ), ( , )  that implement 
the translation and cropping function, and the parameters ( ,

) that implement the rotation function. Note that when only 
the rotation function is used, the feature cannot be cut, so that 
the obstruction cannot be avoided. Therefore, we ignore the 
situation using only ( , ), and conduct two sets of 
experiments. In setting a, only translation and cutting are valid, 
i.e., the parameters to be learned are ( , ) and ( , ). 
And in setting b, all six parameters are to be learned. The 
experimental results are shown in Table X. The two sets of 
experiments are denoted as AOPS+SFA+VRM with six 
parameters (w. 6 para.) and with four parameters (w. 4 para.). 

We can see that when learning only translation and cutting 
parameters, it can achieve a better performance (AOPS+SFA 
+VRM w. 4 para.). This may be because rotating pedestrians 
actually does not fit the way pedestrian recognition in our 
experience, and keeping the vertical direction of the pedestrian 
makes the local feature learning more stable. On the other hand, 
in the case of only the cutting and translation are valid, as shown 
in Fig. 6, the extracted feature is a small rectangular area from 
the original feature, which contains a few occlusion and 
background information. This helps the model improve its 
robustness against background interference. In the test phase, 
even if the mask cannot accurately divide the pedestrians from 
the occlusion, the well-learned model can still identity 
pedestrian features that contain little obstructions and 
background, thereby achieving higher re-ID accuracy. 
3) Parameter Analysis of Loss Function  

In Eq. (10), parameter  determines the margin that is 
enforced between positive and negative pairs, and in Eq. (13), 

 balances the contributions of triplet loss and ID cross entropy 
loss. We set the value of  from 0.1 to 1.0 at the stride of 0.1, 
and the value of  from 0.5 to 3.5 at the stride of 0.5. Fig. 9 
shows the rank-1 and mAP curves that vary with these two 
parameters. We can see that the performance changes are 
similar on the three datasets. For the margin in triplet loss, when 

 is 0.3, the performance is the best. A smaller  will make the 
quality of hard examples decrease, and too large will make 
training difficult. For the weight control ratio , when  is 
equal to 2, the re-ID performance reaches the best. A smaller  
cause the network to focus too much on triplet loss, thus suffers 
from a weaker generalization capability [3]. And excessive  
will make the network lose the ability to capture the changes of 
the same person. 

TABLE IX  
THE NUMERICAL RESULTS OF DIFFERENT FEATURE DIVISION MODE IN SFA, 

RESULTS ON PARTIAL -REID, OCCLUDED-DUKEMTMC AND OCCLUDED REID 
ARE REPORTED, RANK-1 ACCURACY (%) AND MAP (%) ARE SHOWN. 

Methods 
Partial-REID Occluded-Duke Occluded REID 
R1 mAP R1 mAP R1 mAP 

Mode G 71.6 62.7 43.3 34.5 62.4 52.5 
Mode O_1 81.1 71.2 51.5 39.9 77.9 66.8 
Mode O_2 82.8 75.0 52.8 41.0 78.7 68.1 
Mode N_1 81.6 71.3 51.0 39.6 77.6 63.8 
Mode N_2 82.7 74.3 52.7 41.1 78.8 66.8 
Mode N_3 82.2 72.5 51.9 40.3 78.5 66.0 

Mode O_1+N_1 82.6 76.0 52.5 40.8 79.2 68.6 
Mode O_1+N_2 85.3 77.5 54.4 42.7 81.5 70.6 
Mode O_1+N_3 83.7 76.8 53.2 41.4 80.0 69.4 
Mode O_2+N_1 84.1 76.4 53.8 42.0 79.6 68.8 
Mode O_2+N_2 86.6 78.7 55.2 43.7 82.3 71.7 
Mode O_2+N_3 85.5 77.2 54.6 43.0 80.7 70.1 

Mode O_2+N_2+G 86.8 78.8 55.4 43.8 82.5 71.8 
 

TABLE X 
THE NUMERICAL RESULTS OF DIFFERENT PARAMETER SETTING IN SFA, 
RESULTS ON PARTIAL -REID, OCCLUDED-DUKEMTMC AND OCCLUDED 

REID ARE REPORTED, RANK-1 ACCURACY (%) AND MAP (%) ARE SHOWN. 

Methods 
Partial-REID Occluded-Duke Occluded REID 
R1 mAP R1 mAP R1 mAP 

AOPS+SFA+VRM w. 
6 para. 83.9 75.4 52.1 41.4 79.3 68.4 

AOPS+SFA +VRM w. 
4 para. 86.8 78.8 55.4 43.8 82.5 71.8 
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