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ARTICLE INFO ABSTRACT

Internet users would like to obtain interesting location information for a travel. With the rapid
development of social media, many kinds of location recommender systems are proposed in recent
years. Existing methods mostly focus on mining user check-in information that could be leveraged to
understand their trajectories. However, the characteristics and attributes of geographical locations also
play an important role in recommender systems. In this paper, sentimental attributes of locations are
explored and we propose a Point of Interest (POI) mining method and a personalized recommendation
model by fusing sentimental spatial context. First, a Sentimental-Spatial POl Mining (SPM) method
is utilized to mine the POIs by fusing the sentimental and geographical attributes of locations.
Second, we recommend the POIs to users by a Sentimental-Spatial POl Recommendation (SPR) model
incorporating the factors of sentiment similarity and geographical distance. Last, the advantages and
superior performance of our methods are demonstrated by extensive experiments on a real-world
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1. Introduction

In recent years, social networks have a significant develop-
ment. Through location based social networks (LBSNs) on mobile
devices or online, users can share their geographical position in-
formation and check-ins. Social network services also encourage
them to share their experiences, reviews, ratings, photos, and
moods. Such information brings new opportunities for recom-
mender systems. Existing location recommender systems mostly
focus on exploring user information [1], which includes users’
profiles [2], locations [3], and trajectories [4-6]. Features of lo-
cations also attract researchers, such as the frequency of visiting
by users and the category attribute of locations [1]. However, in
the process of POl mining, the sentimental features of locations
are seldom considered. The recommendations may not suit users’
sentimental preference. For example, a user living in downtown
wants to enjoy a natural and peaceful place to have a rest, but rec-
ommender systems mainly focus on the geographical attributes
of nearby locations, and it may recommend some POIs full of
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people and noise. It cannot meet the user’s needs. It indicates that
POIs have not only geographical attributes but also sentimental
attributes, which is an major factor that should be exploited. The
POIs with many historical spots are solemn, and the POIs which
have business districts and clubs are lively, whereas the POIs with
a lot of trees and pools are peaceful and relaxing. The sentimental
attributes of POIs can be discovered by analyzing the data on
social networks.

Users share their experiences and locations on the websites
such as Twitter! and Sina Weibo? by checking-in. As shown
in Fig. 1, Text is the user’s comment about his/her status or
feelings. Location shows the GPS position. The information of Text
is strongly connected with the Location in some way. In this study,
through sentiment analysis of Text, the sentimental attributes of
the Location could be discovered. After that, POIs with obvious
sentimental attributes are mined and will be recommended if
they are nearby and matching users’ preferences.

First, the Sentimental-Spatial POl Mining (SPM) method is
proposed to mine the POIs with obvious sentimental attributes.
According to the result of sentiment analysis and GPS positions,
the POIs which have a thick density of social media data and

1 http://www.twitter.com/.
2 http://www.sina.com/.
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Fig. 1. A user’s comment on Twitter.

similar sentimental attributes are discovered. Second, they are
recommended to different users by our Sentimental-Spatial POI
Recommendation (SPR) model. It incorporates the factors of sen-
timent similarity and geographical distance. It is based on the
widely adopted latent factor model realized by Probabilistic Ma-
trix Factorization (PMF) [7]. A POI with a higher sentiment score
should be ranked above a POI with a lower sentiment score. How-
ever, users have different preferences for topics [8]. For example,
for a restaurant, some users think the price is too high, but others
may prefer the unique taste and do not care its price. Thus, the
POI with a higher sentiment score does not mean it must be
better than a POI with a lower sentiment score for a particular
user. Therefore, we prefer to leverage sentiment similarity rather
than use absolute sentiment score to optimize the latent features
of POIs in our model.

Note that, affect is non-conscious and it is a fundamental and
broader concept. Feelings and emotions are the conscious ex-
pressions of affect, while the sentiment is a high-level conscious
attitude, also is an emotional disposition [9]. In this paper, the
topic-based sentiment [10] is a more accurate and straight term
than affective attributes to represent user preference and POI
attributes.

Our contributions are shown as follows:

e We propose a POI Mining method and a personalized POI
Recommendation method by fusing sentimental and spatial
context. We explore the rich textual descriptions and users’
geographical information and propose new features and
factors in our methods. Experiment results demonstrate the
superior performance of our methods.

e In our POI Mining method, the sentiment context is pro-
posed as a new attribute of the POI. Additionally, we remove
the redundant and noisy microblog posts by a temporal
filter to improve the mining performance. Through the POI
Mining method, we could discover the POIs with salient
sentimental attributes.

e In our POI Recommendation method, we propose two new
factors: the factor of sentiment similarity between POIs and
the factor of geographical distance between user’s multi-
activity centers and POIs. We incorporate both of them into
Probabilistic Matrix Factorization model for POl recommen-
dation.

The main differences between this paper and our previous
work [11] are: (1) we improve SPM method by incorporating

spatial and temporal information to remove the redundancy and
noise of the data; (2) we improve SPR model by exploring the
user’s multi-activity centers; (3) we improve the readability of
our model by summarizing a whole procedure of our algorithm,
and present more details of model training; (4) more datasets,
experiments and discussions are implemented.

The rest of this paper is organized as follows. We review
the related work on recommender systems and the sentiment
analysis in Section 2. The details of our SPM method and SPR
model are presented in Section 3 and Section 4. Section 5 gives
experiment results and discussions, and Section 6 concludes this

paper.
2. Related work

In this section, we first introduce some related work on rec-
ommender systems in LBSNs and POI recommendation, and then
some methods of sentiment analysis are reviewed. Additionally,
we also discuss the main differences between our work with
related work.

2.1. The methodologies of recommender systems in LBSNs

The major methodologies used by recommender systems in
location-based social networks can be divided into 3 categories,
which are content based, link analysis, and collaborative filtering.

Content-based recommendation systems make recommenda-
tions by matching users’ preferences. Users’ preferences are dis-
covered from users’ profiles such as gender and age, and features
of locations, such as tags and categories. Some works make rec-
ommendations by discovering users’ locations and activity histo-
ries. Xiao et al. [12] modeled a user’s GPS trajectories with a se-
mantic location history and then measure the similarity between
different users’ SLHs to learn users’ preferences. Ye et al. [13]
extracted features of POIs from (i) explicit patterns of individ-
ual places and (ii) implicit relatedness among similar places.
In [14], Zhang and Chow exploited the user preference and social
information, user preference, social influence, and personalized
geographical influence are integrated into a unified geo-social
recommendation framework.

Link analysis algorithms can find particular nodes from a com-
plicated structure which is applied for identifying relevant web
pages for web searching. By analyzing the LBSN, link analy-
sis algorithms extract locations meeting different needs. Zheng
et al. [15] explored interests of locations based on HITS algo-
rithm, and made recommendations by considering the interests
of locations and users’ travel experiences. Raymond et al. [ 16] ex-
plored users’ location histories and spatio-temporal correlations
with a popular method in data mining called link propagation
to make recommendations. They demonstrated that with the
spatio-temporal information is better than those without.

Collaborative filtering is widely utilized in products service [ 10,
17,18], travel recommendation [19,20], music recommendation
[21] and service recommendation [22], and emoji recommen-
dation [23]. Lei et al. [10] a sentiment-based rating prediction
method (RPS) to improve prediction accuracy in recommender
systems. They considered product reputation which can be in-
ferred by the sentimental distributions of a user set that re-
flect customers’ comprehensive evaluation. Sang et al. [19] pre-
sented a probabilistic approach, which is highly motivated from
a large-scale commercial mobile check-in data analysis, to rank
a list of sequential POI categories and POIs. It estimates the
transition probability from one POI to another, conditioned on
current context and check-in history in a Markov chain. Wei
et al. [20] presented a Route Inference framework based on Col-
lective Knowledge to construct the popular routes from uncertain
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trajectories. They explored the spatial and temporal characteris-
tics of uncertain trajectories and construct a routable graph by
collaborative learning among the uncertain trajectories. Zhong
et al. [22] developed a Service Co-occurrence LDA to extract latent
service co-occurrence topics, including representative services
and words, temporal strength, and services’ impact on topics.
Recommendation systems based on collaborative filtering recom-
mend a location to a user if this location has been visited by a
similar user. Zheng and Xie [5] performed two types of travel
recommendations by mining multiple users’ GPS traces. They
incorporated the location correlation into a collaborative filtering
(CF)-based model that infers a user’s interests in an unvisited
location based on her locations histories and that of others.

2.2. POI recommender systems

POI Recommender Systems [2-4,24-31] are utilized to provide
recommendations of interesting places based on several factors.
Some works recommend POIs according to the geographical in-
fluence via collaborative filtering. Geographical influence is one
of the major considerations of POI recommendation which indi-
cates that users tend to visit nearby POIs around their homes
or offices. Wang et al. [3] made recommendations by exploit-
ing the geographical distances between the users and candidate
locations. They assume that the closer locations away from the
users should have higher probabilities to be recommended. More-
over, three factors are considered in their model including the
geo-influence of POI, the geo-susceptibility of POI, and their phys-
ical distance. Liu et al. [32] analyzed geographical characteristics
from location perspective using historical check-in data and got
instance-level and region-level characteristics to learn latent fea-
tures of users and locations. Si et al. [24] proposed an adaptive
POI recommendation method by combining user activity and
spatial features, which can operate adaptively according to user
activity. Li et al. [31] studied on how to recommend several good
viewpoints for taking photographs of a POI. They considered both
aesthetics and diversity to select the high-quality viewpoints.

Additionally, user personalized preference is also an important
factor should be considered in POI recommendations. Check-in is
very popular in location based social networks, and the check-
in data reflect user preference on the locations. Yin et al. [33]
built the LCA-LDA Model to mine the users’ interest and the local
preferences. Users’ interest contain the information of what type
of venues users may visit and local preferences provide some
typical venues for users. Jiang et al. [8] proposed a Geographical-
Temporal Influences Aware Graph in order to recommend POIs
to a user when he or she wants to visit at a given time. Zhao
et al. [34] focused on the time influence on the Successive POI
Recommendation performance. Their work hold the view that
users would prefer different POIs at different time. Yang et al. [35]
extracted check-ins and text-based tips to analyze users’ loca-
tion preference by considering the factor of users’ sentiment to-
wards the venues. Yao et al. [4] explored the temporal popularity
of POIs and personalize users via learning the latent regular-
ity. Then they modeled the human mobility and measured the
degree of temporal matching between POIs and users for POI
recommendation.

Several works study geographical influence for POIs by using
Matrix Factorization techniques. For example, Cheng et al. [36]
considered geographical and social influence and utilized them to
constrain user and item latent features in Matrix Factorization.
After that, the learned user and item latent features are lever-
aged to recommend POIs in LBSNs. Our previous works [37,38]
explore interpersonal interest and social users’ rating behaviors
in Matrix Factorization to optimize user and item latent features.
Besides, Zhang et al. [39] combined the comments to measure the

users’ preference or mine topic aspects of POIs. They developed
a supervised aspect-dependent approach to detect the polarity
of a tip, and fused the calculated polarities with social links
and geographical information into a unified POl recommendation
framework.

2.3. Sentiment analysis of text

Sentiment analysis of text is a hot topic in the area of Natural
Language Processing (NLP). This technique allows recommender
systems to understand if customers are talking positively or neg-
atively about their products or services so that the systems could
get some key insights and improve the recommendation results.

Generally, the sentences are divided into a set of words, and
each work is correlated with a numerical sentiment value by
a dictionary to calculate the sentiment polarity, which is called
lexicon-based method. It computes the sum of the numerical
value of each word as the overall sentiment polarity of texts
which is one of the popular methods on sentiment analysis. Bena-
mara et al. [40] leveraged adjectives, adverb and other elements
to detect the sentiment polarity of user textual posts. Our pre-
vious work [10] proposes a sentiment measurement approach to
compute service reputation and fused user sentiment and service
reputation into Matrix Factorization for product recommenda-
tion. Wang et al. [41] proposed a knowledge-based framework
relying on Latent Semantic Analysis and PageRank to address the
problem of word sense disambiguation. In [42], they couple sub-
symbolic and symbolic Al to automatically discover conceptual
primitives from text and link them to commonsense concepts and
named entities in a new three-level knowledge representation for
sentiment analysis. To deal with the problem that some words
can have different senses (positive or negative) depending on the
domain, domain-specific lexicons have been introduced. In these
works, sentiment classifiers are trained on a large set of labeled
examples, which usually requires manual annotation.

The sentiment analysis for microblog posts has raised the at-
tention of researchers in recent years. The works [43-45] explore
the use of emoticons which are pictorial symbols expressing di-
versified emotions. Zhao et al. [43] conducted sentiment analysis
for user posts on Sina Weibo by the proposed MoodLens system.
It leverages an emoticon-based method for sentiment classifi-
cation. In addition, the context is considered in their method
including the user profile, social circles and the geographical
locations, Hu et al. [44] focused on the social relationship between
users. Toshitaka et al. [46] proposed a word-embeddings based
sentiment analysis by considering the word importance. You
et al. [45] analyzed the online sentiment changes of online users
through studying the textual and visual content of microblog
posts. Experiments on real Twitter data sets demonstrate the
sentiments expressed in textual content and visual content are
correlated.

2.4. Discussion on the differences

The core differences between our work and previous research
are presented as follows. (1) Our work leverages users’ senti-
ment to represent sentimental attributes of locations for POI
mining, while previous research does not consider sentimental
attributes of locations in POI mining. (2) Previous research utilizes
user sentiment information to measure the preference distance
between users and POIs, but our work proposes a sentiment
similarity between POIs by regarding the sentiment information
as an attribute of the POI (3) Previous research utilizes the
mean/popular locations of user check-ins to be as the user’s
location, but our work mines multi-activity centers for each user
to get the recommendations with more accuracy.
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The differences with our previous work [11] in details are
reported as follows. (1) In Section 2, we conduct comprehensive
survey on related works. Several new references are cited and
introduced, and the major methodologies used by recommender
systems in location-based social networks are reported. (2) In
Section 3, we improve the SPM method with considering to
remove the redundant and noisy microblogs by incorporating
spatial and temporal information. Experiments in Section 5.4
demonstrate the effectiveness of this improvement. (3) In Sec-
tion 4, we improve the study on the factor of geographical dis-
tance by considering the truth that users’ usually have more than
one activity centers, such as their homes and work places. For
a user, her check-ins are clustered to find out individual multi-
activity centers. Then the shortest geographical distance between
user’s multi-activity centers and POls are utilized to optimize
our SPR model. Experiments in Section 5.4 demonstrate the ef-
fectiveness of this improvement. (4) In Section 4, we introduce
the details of SPR model training, including the gradients of the
objective function with respect to the variables and the learning
process during each iteration. The whole procedure of SPR is
summarized carefully in Algorithm 1, and the time complex-
ity and space complexity analysis are given. (5) In Section 5,
more experiments and comparisons are implemented. We add
four existing methods for performance comparison including our
previous work [11] and a state-of-the-art method DeepMF [47].
our dataset is extended from 3 cites, 0.39 million users, and 1.2
million microblogs to 6 cites, 1.4 million users, and 5.13 million
microblogs. The impact of bandwidth on the performance of POI
mining and the impact of the factors of noise reduction and multi-
activity centers on the performance of POl recommendation are
discussed. We also show the presentation of the mined POls.

Taken together, approximately six pages of new content can be
found in this work, which covers more supplementary of related
works, the improvements of SPM and SPR methods, the detailed
procedure of our model, the larger dataset, more experiments
and discussions, as opposed to the preliminary nature of the
work [11].

3. Our sentimental-spatial POl mining method

Fig. 2 shows the overview of our SPM method which incorpo-
rates POIs’ geographical attributes and sentimental attributes. In
Fig. 2, the red, green, and blue dot represents the microblog posts
with high, fair, and low sentiments respectively. There are two
steps in SPM method. First, the sentimental features of locations
are discovered by calculating the sentiment of posts in these
locations. Second, based on sentiment values and GPS positions
of these microblog posts, the locations which have a high density
of users and similar sentiments of posts are mined and regarded
as POls.

3.1. Sentiment analysis of microblog posts

The first step of SPM is performing the sentiment analysis of
posts. The microblogs posted in a particular area carry not only
the information about users’ preferences and behaviors but also
their sentiments like happiness, and sadness. This information
can be leveraged to represent the sentimental attributes of this
location. For example, if happiness is more frequent than other
sentiments in the microblogs posted in a location, it implies
that this place has a sentimental attribute of making people
happy. Through analyzing the sentiment of the posts, the specific
sentimental attributes of this location can be discovered.

We analyze the sentiment of posts based on the lexicon-based
method. HowNet Sentiment Dictionary was used to compute
sentiment as in [10], which is a popular sentiment dictionary in

Fig. 2. The overview of SPM method. The red, green, and blue dot represent the
microblog posts with high, fair, and low sentiments respectively.

the area of Chinese and English sentiment classification. As the
method in [10], we extract fifty topics from the microblog posts
using LDA model. Every topic contains twenty feature words.
Thus, given a text, according to the distribution of its feature
words on topics, we can get the topic representation. Then we
analyze the sentiment on topics by using a lexicon-based method.
We utilize v; to represent the sentiment value for the post i as
follows.

Vi = [vi1, Vi2, ..., Vinl (1

Above formula is the representation of topic-based sentiment
value for the post i, where n is the number of topics and v;,
denotes the sentiment on the nth topic. Note that, v;, is the
product of the probability of this post on the nth topic and the
sentiment value of the post. The details of this procedure can be
found in [10]. We expect as the research in sentiment analysis
advances, the performance of our model can further improve as
well.

3.2. POIs clustering with combining sentimental features

The second step is to discover the POIs which have similar
sentimental features. In traditional Meanshift algorithm for POI
mining [8,48], if microblog posts are dense in a location such
as a shopping center, a school or a scenic spot, it implies that
this place has high population density and can be regarded as
a POL. Our SPM method improves it by exploring sentimental
attributes of locations. That means, besides the GPS coordinates,
the sentiment of the microblog post is also exploited in the
feature space. For a microblog, its 3-dimension feature space can
be represented by:

X; = [lon;, lat;, v;] (2)

where lon; and lat; denote the GPS coordinates of the ith mi-
croblog. v; indicates its topic-based sentiment values as shown
in Eq. (1).

However, there is some redundant and noisy information as
shown in Fig. 3. In location A, a user posted many microblogs
in a short time, which would affect the result of POI clustering.
Because our work prefers to mine the POIs that many users
checked rather than one user checked many times, e.g. location
B in Fig. 3. To filter out the redundancy and noise, for a user
who posted more than one microblog in one hour, we incorporate
these posts into one, and its features set to the average of the
features of these posts. The purpose is to make sure that the POI
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Fig. 3. Our work aims to mine the POIs that many users checked such as location
B rather than one user checked many times such as location A.

we find has a high density of users rather than the microblog
posts.

Given n microblog posts x;, i = 1,...,n in a 3-dimension
space, the multivariate kernel density estimator obtained with
kernel K(x) and bandwidth h is:

X — X
)

1 n
fo0)=—5 ;K( ;

For the radial basis function, it suffices to define the profile of
the kernel k(x) satisfying:

K(x) = ci.ak([Ix]*) (4)

(3)

where c 4 is a normalization constant which assures K(x) inte-
grates to 1. Kernel is a kind of weighting functions. The samples
near to the cluster centers would be given high weights, and
the samples far away would be given low weights. The mean
shift vector always points toward the direction of the maximum
increase in the kernel density by analyzing the gradient of the
density estimator. It is expressed by:
X — X

2 xig(I=—=1%)
my(x) = —X (5)

S e )

where g(x) = —K'(x).

4. Our sentimental-spatial POI recommendation model

In this section, the SPR model will be introduced in details.
This recommendation model utilizes low-rank probabilistic ma-
trix factorization [7] to figure out how much a user prefers a
POl Let U = {uq,uy,...,uy} be the set of users and P =
{i1, 13, ...,in} be the set of POIs, where M and N denote the
number of users and POIs respectively. R = [Ry iJuxn IS a user-
POI matrix with R, ; representing the number of check-ins made
by user u at POI i. In this paper, a user’s preference on a POI
is represented by the number of check-ins. Let U € R*M and
P € RN as user and POI latent features matrices, in which
column vectors U, and P; represent k-dimensional user and POI
latent feature vectors. Certainly k is much less than M and N.
Moreover, U, and P; can be seen as a brief characterization of
user u and POI i. The task of matrix factorization is to learn these
latent features and exploit them for POl recommendation.
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Fig. 4. The relevance between the number of check-ins and the sentiment
deviation of POIs that have been visited by users on our Beijing and Shanghai
dataset.

4.1. Matrix factorization

Our proposed model is based on the latent factor model re-
alized by matrix factorization [7,37,38,49-51]. Using user and
POI latent feature vectors U, and P;, the basic location recom-
mendation model approximates user’s preference via solving the
following optimization problem:

i 1 > )"l )\.2
min — R,i —R )2 —||U 2 2P 2
U,I},b2;i€2H( wi = RuiY + S I0IE + ST IPI o

+ A3(b} + b7)
where IAiu,i denotes the number of check-ins predicted by:
&u,i =r+ Uzpi + b, + b; (7)

where r is an offset value, which is empirically set as users’ aver-
age check-in value. || - ||r is the Frobenius norm. It is used to avoid
over-fitting [37,49]. b, and b; are the user and POI biases. This
objective function can be minimized by using gradient descent
method [37,38,49]. Once the low-rank matrices U and P, and the
bias b are learned, the number of check-ins can be predicted
according to Eq. (7) for any user-POI pairs.

4.2. The factor of sentiment similarity between POIs

The sentimental attribute plays a significant role in affecting
users’ decision on where they prefer to visit. Fig. 4 illustrates
the relevance between the number of check-ins and the sen-
timent deviation of POIs that have been visited by users. The
X-axis indicates the sentiment deviation of POIs, and the Y-axis
implies the number of users’ check-ins. It suggests that users
often visit the POIs which have similar sentiments. With the con-
cept of item based collaborative filtering, the view of sentiment
similarity can be inferred because the POIs which bring similar
sentiments to users are relevant. Therefore, sentiment similarity
can be exploited to optimize POI latent feature vector P;.

The sentiment value of the mined POI is represented by the
mean sentimental value of involved micro-blogs, which are rang-
ing from O to 1. Exponential function is utilized to compute the
un-linear sentiment similarity as follows:

E;j = exp(—|Avg.(i) — Avg.()I) (8)
where

N; )
Avg (i) = L;; Xin 9)

where Avg.(i) denotes the mean of the topic-based sentiments
for all the posts in POl i. x; , is the topic-based sentiment for the
nth post in POl i. N; is the number of posts in the POl i. E;; is the
sentiment similarity between POIs i and j.
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a Qb AT - Less

Fig. 5. A real user’s multi-activity centers mined in our Sina Weibo dataset. The
color temperature indicates the number of check-ins. The warm color implies
more check-ins. The cool color means fewer check-ins. It shows that the Top 3
activity centers often visited by this user are A, B, and C.

Considering sentiment similarity E;; between POIs, the opti-
mization must perform the following term:

. T
min Y JI(Py— 3 ESPY (P — Y ESP) (10)
p ; ;
where P; is the latent vector of POI i. Ez*] is the normallzatlon value
for the topic-based sentiment similarity E;;, where ) . E 1.

This term is utilized to optimize the latent vectors of P(Sls via
exploiting sentiment similarity.

4.3. The factor of geographical distance between user’s multi-activity
centers and POIs

The geographical attribute is another main concern of this
study. It also plays a significant role in affecting users’ decision
on where they would like to go. The study states that the activity
radiuses of 45% users are no more than 10 miles [51]. It indicates
users would like to visit the closer POIs to their activity cen-
ters [6,11,36]. For a user, we collected his/her all check-ins. These
check-ins reveal his/her activities in geographic space. Intuitively,
the locations with high dense check-ins are this user’s activity
centers. Then we utilized the points with longitude and latitude
as the input of Mean shift method. In addition, mean shift is a
nonparametric feature-space analysis technique for locating the
maxima of a density function. The numbers of output clusters
may be varied for different users. However, usually, users have
multi-activity centers in their daily life, such as their homes and
workplaces. It is sufficient for us to find two or three activity
centers for each user. Thus, we rank the user’s Top 5 activity cen-
ters and calculate the average check-in number of them. We set
the activity centers that have more check-ins than their average
as the user’s final multi-activity centers. If the count of original
centers is less than three, we directly assign them as the finally
multi-activity centers. Fig. 5 shows an example of a real user’s
multi-activity centers mined in our Sina Weibo dataset. The color
temperature indicates the number of check-ins. The warm color
implies more check-ins. The cool color means fewer check-ins. It
shows that the Top 3 activity centers often visited by this user
are A, B, and C.

Geographical distances between user’s multi-activity centers
and POIs can be utilized to optimize user and POI latent feature
vectors U, and P;. The basic idea is that the number of check-ins
becomes larger with the decreasing distance. Exponential func-
tion is leveraged to compute the un-linear factor of geographical
distance as:

Ly; = exp[—Distance(u, i)] (11)

where Distance(u, i) denotes the geographical distance between
user u and POI i via their latitude/longitude coordinates. Note
that, it is the shortest distance between user u’s multi-activity
centers and POI i. The geographical distance between two lati-
tude/longitude coordinates is calculated by using the Haversine
geodesic distance equation [52].

Considering the factor of geographical distance between users
and POlIs, the optimization must contain the following term:

mmZ Z —ulp;)? (12)

u ieHy

where L7 ; is the normalization value based on the number of POIs,
resultmg Zl . = 1. This term is utilized to optimize the latent
feature vectors via exploiting the factor of geographical distance
between user’s multi-activity centers and POIs.

4.4. Model training
Incorporating the factors of sentiment similarity between POIs

and geographical distance into matrix factorization, our objective
function is given by:

¥ == Z Z u,i — ut
+ %(bﬁ + b7)
+£ - Z ELP) (P,
+r + 23w - ey

u ieHy

)\.] 5 A2 5
EIIUIIF + ?IIPIIF

— D EiP)
j

where H, is the set of items rated by user u. Once we get the
objective function, it can be minimized by the gradient decent ap-
proach as in [7,37,38,51]. The gradients of the objective function
with respect to the variables U,, P;, by, b; are:

L4 A
oo = 2_(Rui = Rui)Pi+ 21U,
u ieHy (14)
Hy YR L)
ieHy

+ AP

TE_ZILH T ul)

u

Pi— > EP)— B E
j Jj

+7 Y Li(ULP — L2 U,
u

P — ) EP) (15)
1

7—2 wi — Rui) + Asby (16)
ieHy
oY A
E = Zlu,i(Ru,i - Ru,i) + )\-Bbi (17)
! u

where [, ; is the indicator that is equal to 1 if user u has rated
item i, and equal to O otherwise. The initial values of U and P are
sampled from the normal distribution with zero mean.

Once we get the gradients, we update coefficient matrices
during each iteration as follows:

(e-1)
U — - _ 0¥

18
L= U (18)
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(t=1)

P(t) — P(.t_l) _ Ol(t)al’p (19)

1 1 8Pl

aqj([—l)

pt) — plt=1) _ () 20

i N o (20)
(t-1)

b = b g0 (21)

! ob;
where « is the learning rate, which is set to 0.0005 initially. It
decreases by a factor of 0.9 after each iteration, and the iteration
count is 50.

The whole procedure of our algorithm is summarized in Algo-
rithm 1. Moreover, the time complexity is O(T x (4M x N+N3)xk),
where M is the number of users, N is the number of POIs, T is the
number of iterations, and k is the dimension of latent feature. The
space complexity is O(2M x N +N? 4+ (k+1) x (M x N)). Since the
rating matrix is usually sparse and M, N > k, the time complexity
is O(T x N3) and the space complexity is O(M x N + N2).

Algorithm 1. The proposed Sentimental-Spatial POI
Recommendation (SPR) model

Input: The rating matrix R in training dataset.
Sentiment similarity E calculated by Eq. (8).
Geographical distance L calculated by Eq. (11).
Setting the parameters, including iteration count T, learning
rate o and tradeoff parameters A1, A3, A3, B, V.
Output: The accuracy validation and the rank of POIs.
1: Initialize latent feature matrices U, P and biases by, b;.
2:fort=1:T do
3: for each user u and POI i parallel do
4 i a—q] i anda—lpb Egs. (14), (15), (16)
aU," 9P, ab, ¢ B, Y Ta LR LR LR
and (17) respectively.
Update Uy, P;, b, and b; by Eqgs. (18), (19), (20) and (21).
end for
: end for
: for each test user u do
9: for each test POI i do
10: Predict the probability of visiting by user u by Eq. (7).
11: end for
12: Rank the test POIs in descending order of probability.
13: end for
16: Output the accuracy validation results RMSE and MAE
calculated by Eqgs. (24) and (25).

Calculate

5. Experiment

Adopting the data of Sina Weibo as the dataset, the pro-
posed models are verified by experiments. We compare the per-
formance of our SPM method with Meanshift method [53], K-
means, and Gaussian Mixture Model (GMM). They are traditional
popular clustering methods. Then our SPR model is compared
with BaseMF [7], Bias-MF [54], CF-MF [49], LBSMF [35], and
[RenMF [32], DeepMF [47] and CSPR [11]. In addition, we present
POIs mined by SPM on the map.

5.1. Dataset introduction

The dataset utilized for experimental verification is crawled
from Sina Weibo, i.e., the Twitter of China. The number of the
microblog posts of Sina Weibo is 5.1 million from 1.4 million
users. Microblogs can be treated as check-ins according to their
GPS positions. Table 1 shows the statistics of our Sina Weibo

M-I M-II
0.14 0.018
mKmeans ®Meanshift = GMM = SPM mKmeans mMeanshift s GMM = SPM
012 : _ M 0.015
| | |
0.1 | | ‘ | 0.012
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e N \ | \ 0009 |
004 | 1 i ‘ 1 0006 |
002 I} } i 0.003 ‘ I
o -HE . . o M
Beijing  Shanghai Guangzhou Average Beijing  Shanghai Guangzhou Average
M-III M-IV
0.14 0.21
o5 mKmeans ®Meanshift ®GMM = SPM o8 mKmeans ®Meanshift ®GMM = SPM
0.1 | 1 0.15
0.08 ‘ ‘ 0.12
0.06 ‘ ‘ 0.09
0.04 } 1 0.06
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Fig. 6. The performance comparison of different methods on POI mining. For
M-I, M-Il and M-III, the lower, the better. For M-IV, the higher, the better.

dataset. Our code and data are released.® Six cities are involved
in our dataset, including Beijing, Shanghai, Guangzhou, Xi'an,
Kunming, and Urumchi. Weibo API is employed to crawl these
data. We set a GPS position as the center of a city. Generally,
it is the administration center. Therefore, it is not assured that
the center is the most prosperous area in the city. Then the
authorized API is applied to crawl the microblogs posted in the
covered area within radius 11.132 km.

5.2. Performance measurements

5.2.1. POI mining

For a POI, (1) its interior posts should have fewer variances on
sentiment, (2) the interior posts should distribute tightly in geo-
graphical space, and (3) the sentiments of different POIs should
have wide variances. Thus, two kinds of measurements are uti-
lized for performance validation of mining results.

The first measurement shown in Table 2 is represented by
Measureq:

N. -
M L&D} 4 0(Vi — V;)?

Measure; = %Z Z T (22)

j=1 A\ iePoI(j)

where j denotes the jth POI, i indicates the ith microblog in the
jth POL V; is the average sentiment of the posts in jth POL D;;
is the geographical distance between the GPS position of the ith
microblog and the geographical center of the jth POL

Measure; is employed to evaluate the distribution of sentiment
values and geographical positions of microblog posts in POIs, of
which the symbols are M-I, M-II, and M-III. The lower M-I, M-II,
and M-III are, the better the performance is.

The second measurement is represented by Measure;:

Measure, = (23)

Measure, is expressed by M-IV. \71 denotes the sentiment of the
jth POL V is the average sentiment of all POIs. The bigger M-IV is,
the larger the gap of sentiments between different POIs is. Thus

3 https://github.com/rushing-snail/Sentimental-Spatial-POI-
Recommendation.
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Table 1
Statistics of Sina Weibo Dataset.
City Beijing Shanghai Guangzhou Xi'an Kunming Urumchi Total
Number of users 478,614 329,590 289,790 140,588 93,040 65,489 1397,111
Number of micro-blogs 1901,801 1151,048 971,012 512,299 320,421 270,189 5126,770
Number of GPS positions 637,709 546,298 513,179 252,432 195,579 153,806 2299,003
Cent 39°54'27"N 31°13'46.86"N 23°7'44.99"N 34°20'29.64"N 25°3'0"N 43°49'32.13"N
enter -
116°23'17"E 121°28'24.17"E 113°15'51.97"E 108°56'24.63"E 102°43'59.99"E 87°37°0.65"E
Coverage radius 11.132 km -
Table 2
Performance Measurements on POI Mining.
Measures Parameter setting Description Symbol Note
e=0,0=1 The average error of each POI on sentimental M-I
Measure, = values of the POI's inner social media data
1M \/ N; ) F— : The lower, the better.
M ijl Z:iePOI(i) [‘S(DU) +0(Vi = Vj) ] /N e=1,60=0 The average fluctuation of each POI on geographic M-I
distance from the locations of POI's inner social
media data to POI's center.
e=160=1 The average comprehensive fluctuation of each M-III
POI on sentimental values and geographic
distance.
Measure; = Z]’\i 2(Vi = Vj)z /M - The RMSE of sentimental values of every POIL. M-IV The higher, the better.
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Fig. 7. The performance of POl recommendation of different methods in terms of RMSE. The lower, the better.
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Fig. 8. The performance of POI recommendation of different methods in terms of MAE.

adopting this measurement can discover the POIs which have
different sentimental attributes and lead to a better mining result.
The higher M-IV is, the better the performance is.

5.2.2. POI recommendation

The evaluation metrics of the prediction accuracy utilized
in our experiments are Root Mean Square Error (RMSE) and
Mean Absolute Error (MAE). They are the most popular accuracy
measures in recommender systems [7,36-38,49,55,56]. They are
defined by:

RMSE = (24)

(Ru,i - izu,i)z
>

(W,i)ENgest st

MAE = Z |Ru,i - iéu,i|

(u,i)€Nrest

(25)

where R, ; is the real number of check-ins user u to POI i. IA%u,,- is
the corresponding predicted value. N is the set of all user-POI

The lower, the better.

. |M¢ese| denotes the number of user-POI pairs
in the test set.

1
Note that, logistic function Tre= is commonly used in rec-
p

ommender systems [55] to map each matrix element into [O,
1]. But in our dataset, some check-in frequencies of a location
are large while the function e™ would result in very small and
indistinguishable values [57]. Therefore, as in [57], the logistic

function is defined as .
1+x1

5.3. Evaluation

5.3.1. Performance of POl mining
We compare the performance of our method and the tradi-
tional popular methods, including Meanshift, K-means, and Gaus-
sian Mixture Model (GMM). These methods only exploit the GPS
position of the data point rather than its sentimental attribute.
We combine the results under various measures for a compre-
hensive validation. As shown in Fig. 6, the performance in terms
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Fig. 9. Discussion on the impact of bandwidth h on Beijing dataset.
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Fig. 10. Discussion on the impact of bandwidth h on the mined POI count in
Beijing.

of the M-I, M-II, M-III, and M-IV are given on the Sina Weibo
dataset. The smaller M-I, M-II, and M-III are and the larger M-
IV is, the better the method is. Compared with these methods,
the performance of our SPM method on M-I and M-III is better.
It indicates that by using our method, the posts in the same POI
have similar sentimental attributes. However, regarding M-II, the
performance of our SPM method is worse than others. The reason
for the low performance is that the M-II is used to measure the
geographic density of the clusters. It does not consider the factor
of other attributes. Thus, the K-means and GMM, which only
use GPS information for clustering, are better than our multi-
attributes fused method. In Fig. 6, we observe that our SPM is
much better than other methods on M-IV. It implies that SPM can
discover the POIs with obviously different sentimental attributes.
In a word, our SPM is more effective to mine the POIs with
sentimental attributes.
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Fig. 12. Discussion on the performance comparison between considering
multi-centers and single-center.

5.3.2. Performance of POI recommendation

In this section, we compare the performance of our SPR model
with the existing methods including BaseMF [7], Bias-MF [54], CF-
MF [49], LBSMF [35], IRenMF [32], DeepMF [47] and CSPR [11].
The compared methods are reviewed:

e Basic Probabilistic Matrix Factorization Model (BaseMF):
This approach [7] learns the latent features by minimizing
the objective function based on the observed rating data. We
adopt it for POI recommendation.

e Bias based Matrix Factorization Model (Bias-MF): User Bias
and item bias are utilized in matrix factorization mod-
els [54].

e Collaborative Filtering based Matrix Factorization Model
(CF-MF): Collaborative filtering method is used to compute
the similarity between POIs. We adopt it for latent factor
model to recommend POIs as in [49].

e Location Based Social Matrix Factorization Model (LBSMF):
This method proposed in [35] extracts check-ins and text-
based tips to analyze users’ location preference by consid-
ering the factor of users’ sentiment towards the venues.

e Instance-Region  Neighborhood Matrix  Factorization
(IRenMF): This method proposed in [32] exploits both in-
stance and region-level geographical neighborhood charac-
teristics for location recommendation.

o DeepMF [47] is a state-of-the-art method which combines
the power of factorization machines for recommendation
and deep learning for feature learning in a new neural
network architecture.

e CSPR [11] is our conference version of this work. It can be
seen as a short version of our SPR model. The main differ-
ences with this work have been discussed in Section 2.4.

e Sentiment based Matrix Factorization Model (SPR-S): This is
a short version of our SPR model. It just employs the factor
of sentiment similarity.

e Location based Matrix Factorization Model (SPR-L): This is a
short version of our SPR model. It just considers the factor
of geographical distance.

e Sentimental-Spatial POl Recommendation Model (SPR): This
is our SPR model. It exploits two factors including sentiment
similarity and geographical distance.

Kmeans Meanshift GMM SPM

0.15

02
i 0.15
: =
E 0.1
S
I 0.05

o [
Kmeans Meanshift GMM SPM

°

0.

°

=SPM = Without_noise reduction =SPM = Without_noise reduction

Fig. 11. Discussion on the performance comparison between with and without noise reduction.
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POI: Houhai
Sentiment value: 0.27

POI: Sanlitun
Sentiment value: 0.77

(a) Beijing

POI: Xi’an Railway Station
Sentiment value: 0.16

o

Sentiment value: 0.58

(d) Xi'an

POI: Oriental Pearl Tower
Sentiment value: 0.72
m

L L) e

POI: People‘s Square
Sentiment value: 0.54

(b) Shanghai

POI: Cuihu Park
Sentiment value: 0.39

Sentiment value: 0.54
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POI: Beijing Road

Fu
More
Less
Sentiment value: 0.56
(c) Guangzhou
POI: Friendly Road
Sentiment value: 0.51
More
Less

POI: Bell Tower POI: Nanping Street POI: Big and Small intersection

Sentiment value: 0.55

(f) Urumchi

Fig. 13. The presentation of the POIs mined by SPM method in Beijing, Shanghai, Guangzhou, Xi’an, Kunming and Urumchi. The color temperature indicates the
number of check-ins. The warm color represents more check-ins. The cool color means fewer check-ins. Sentiment values are normalized to [0, 1] by Min-Max

Normalization.

We select 20% of our dataset as the testing data randomly
and the other 80% as the training data. We use 5-fold cross-
validation to demonstrate the effectiveness of our experiments.
Figs. 7 and 8 report the comparison results on RMSE and MAE. It
can be observed that our SPR model performs better than exist-
ing methods including the conference version method CSPR and
the state-of-the-art method DeepMF. In these existing methods,
DeepMF achieves the best performance and CSPR is the second
best method. It can be concluded that our SPR model achieves the
state-of-the-art performance and the contributions proposed in

this work significantly improve the performance of our previous
work CSPR.

We also show the quantitative results of ablation study for
our SPR method. SPR-S is a short version of our SPR model. It
just employs the factor of sentiment similarity. SPR-L is another
short version of SPR model, and it just considers the factor of
geographical distance. From Figs. 7 and 8, we can see SPR method
which exploiting both of the two factors obtains better perfor-
mance than SPR-S and SPR-L. It demonstrates the combination of
the two factors is effectiveness.
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5.4. Discussion

This section reports three discussions on our method: (1) the
impact of bandwidth on the performance of POI mining, (2) the
impact of the factors of noise reduction and multi-activity centers
on the performance of POI mining.

5.4.1. The impact of bandwidth

The main limitation of the Meanshift method is that the value
of the bandwidth parameter h is unspecified. Thus, the discussion
on the impact of the bandwidth h on the performance of POI min-
ing is necessary. SPM method performs with different h ranging
from 0.001 to 0.01. Cheng et al. [58] set the bandwidth as 0.001,
which indicates 100 meters in real life. It is roughly the radius of a
landmark. POIs are larger than landmarks. That is the reason why
we range h from 0.001 to 0.01. Fig. 9 shows the performance of
SPM with different h on M-I, M-II, M-III, and M-IV. It shows that
M-I, M-I, and M-III increase with the increase of bandwidth h.
In Fig. 10, when bandwidth h is set to 0.001, the number of POIs
is more than 30k, and when h sets to 0.01, the number of POIs
is about 200. It shows that the coverage area of a POl becomes
larger with the increase of h, and accordingly, the number of POIs
becomes smaller. That is to say, the number of points in a POI
increases with h. It can be concluded that a small POI is more
homogeneous than a big one.

5.4.2. The impact of the factors of noise reduction and multi-activity
centers

We perform some experiments to verify the improvements
of considering noise reduction and multi-activity centers. Ex-
periment results are given in Figs. 11 and 12. Fig. 11 shows
the performance comparison between with and without noise
reduction. For M-I, M-I, and M-III, the lower the value, the
better the performance. However, for M-IV, the higher, the bet-
ter. We can see that the noise reduction works well in our
method. Fig. 12 shows the performance comparison between con-
sidering multi-centers and single-center. SPR-L-Single-Center is
the method considering the factor of geographical distance with
single-center. SPR-L-Multi-Centers is the method considering the
factor of geographical distance with multi-centers. SPR-Single-
Center is our SPR method with the single-center. SPR is our
normal method with multi-centers. The performance comparison
shows the effectiveness of considering multi-centers.

5.5. Presentation

The POIs mined by our SPM method are shown in Fig. 13. The
color temperature indicates the number of check-ins. The warm
color represents more check-ins. The cool color means fewer

check-ins. Sentiment values are normalized to [0, 1] by Min-Max
X — min

—. The values below 0.5 show
. max — —min .
that the sentiment of the POI is peace or negative and the values

above 0.5 show that of POI is positive.

Fig. 13 presents the POIs mined by SPM method in Beijing,
Shanghai, Guangzhou, Xi'an, Kunming and Urumchi. It can be
observed that our SPM mines not only the POIs with high senti-
ment values such as Sanlitun in Beijing and Oriental Pearl Tower
in Shanghai whose sentiment attributes are happiness and joy,
but also the POIs like Houhai in Beijing and Railway Station in
Xi'an whose sentimental attributes are down. For Beijing, most
of the mined POIs are nearby the Houhai, Beijing Central Busi-
ness District (CBD), and Sanlitun. All of the three areas are the
most flourishing in Beijing. More specifically, Beijing CBD is the
location of headquarters of many Fortune 500 enterprises in
China and the location of many high-end enterprises in China,

Normalization f(x) =

while Houhai and Sanlitun have more leisure and entertainment
places, e.g. their bar streets are the most prosperous entertain-
ment streets in Beijing. In the SPM results, the sentiment value of
Houbhai is 0.27 while it is 0.77 for Sanlitun. It can be observed that
the sentiment values of Houhai and Sanlitun are very different
even both of them are famous for their bar streets. A plausible
reason is that there is no noisy music but melodious songs and
unique cultural atmosphere of Beijing in Houhai bar street, but
Sanlitun is the landmark of Beijing fashion, and its bar street is full
of loud music and frantic songs. They are so different that the cal-
culated sentiment values are also distinct. The example of Houhai
and Sanlitun demonstrates that considering the sentiment value
of POIs is significant for deep perception of the POI characteristics.

6. Conclusion

Existing location recommender systems mainly focus on phys-
ical characteristics of locations rather than the sentimental at-
tributes of locations. The SPM and SPR methods are proposed
in the paper. According to our methods, the POIs with obvious
sentimental attributes are mined and recommended to users. We
conducted extensive experiments on a large real-world dataset
and demonstrated that the proposed methods have better effec-
tiveness than existing approaches.

In our future work, check-in behaviors of users will be ex-
plored by combining the spatial-temporal and sentimental at-
tributes. Users have various behaviors at different times. Ad-
ditionally, POI tagging may be interesting and useful for the
explainable recommendation. It can not only intuitively show
why to recommend them to users, but also help users for inde-
pendent travel. In a word, we would like to schedule a thorough
travel scheme by solving the problems of when, where, and why.
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