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Abstract— In recent years, we have witnessed a flourish of social 
review websites. Internet users can easily share their experiences 
on some products and services with their friends. Therefore, 
measuring interpersonal influence becomes a popular method for 
recommender systems. However, traditional works are all based 
on external tangible activities, such as following, retweeting, 
mentioning, etc. In this paper, we explore user internal factors to 
measure his/her influence on a specific domain, namely, social 
network on local businesses. The proposed user internal factors 
include user sentimental deviations and the review’s reliability. 
The internal factors are not from explicit behavior but could help 
us to understand users. In addition, we utilize an attention 
mechanism that could auto-learn the weights of different factors. 
Through a case study on Yelp dataset, we found that the proposed 
user internal factors on influence, i.e., the proposed user 
sentimental deviations and the review’s reliability, are effective in 
improving the accuracy of rating predictions. 
 

Index Terms—Data mining, interpersonal influence, 
recommender system, review sentiment, social network 
 

I. INTRODUCTION 
OCIAL networking sites have become an influential 
platform for people to share their experiences, reviews, 

ratings, photos, videos, check-ins, and moods. Such 
information brings new opportunities for recommender systems 
and provides us a broad spectrum for mining users’ preferences. 
The first generation of recommender systems with traditional 
collaborative filtering algorithms [10], [12], [27] mostly focus 

on personalized recommendations by predicting user 
preferences and ratings.  

Recently, more researchers have begun to pay close attention 
to social information [34], [35], [46], [47], [63], [65], [66] and 
the interaction between users [23], [27], [30]. Many approaches 
around interpersonal influence in social networks have proven 
their good performance in determining recommendations. 
These methods can solve the “cold start” problems effectively. 
However, the existing approaches [2]-[5], [25], [26], [32], and 
[39] mainly take advantage of items’ category information or 
tag information to study interpersonal trust. However, category 
and tag information are not always available on websites.  

At the same time, there is much personal information in 
online textual reviews, which plays a very important role in 
decision processes. In Fig. 1, we show an example of social user 
reviews on the Yelp website. From Fig. 1, we can obtain three 
kinds of information. First, for a specific product, we can know 
the overall ratings by all customers. Second, for a specific user, 
we can obtain the profile and the rating information, including 
the reviews. Finally, we have the social information for all 
users. The key information from the review website can provide 
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Fig. 1. An example of user reviews on the Yelp website. The reviews contain 
three pieces of information: user ratings and reviews, overall product  rating, 
and user’s social information. 
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us with more opportunities in mining the interaction between 
users. For example, a customer will decide what to buy if he/she 
sees valuable reviews posted by others, especially by his/her 
trusted friends. Hence, how to mine review information and the 
reviewer’s influence in social networks on local businesses has 
become an important issue in recommender systems. 

On review websites, both positive reviews and negative 
reviews are valuable as references. In Fig. 1, there are two 
representative reviews. There are some positive words in the 5-
star review, such as “great” and “friendly”. However, in the 1-
star review, we find negative words, such as “noisy” and 
“rudeness”. Users may find polarized comments more 
convenient because they are quicker to read and understand, 
while users are not willing to spend lot of time to see very 
detailed information. In other words, polarized comments are 
more accessible, so they may have more influence on the users 
who are quickly browsing the reviews. Thus, in terms of 
accessibility, polarized comments may have more influence on 
users. If a reviewer always has the same opinion on different 
items, we think he/she does not show any biases and he/she may 
have a low influence on other users. Therefore, if a user 
provides polarized comments and variant sentiment on different 
items, he/she may have more influence on others. This is an 
internal factor for user influence. 

Additionally, users have different ways to write reviews. 
Someone likes to write a long review, while others may like to 
write a short review. Then, we have some questions: does a long 
review really reflect the quality of the product/service? Are we 
willing to believe a long review more than a short one? In our 
opinion, different writing patterns could reveal different 
reliabilities of users. This is another internal factor for user 
influence. 

In this paper, we propose a Review-based Recommendation 
Model (RRM). Our target is to improve the accuracy of rating 
predictions. The proposed method explores the impact of 
several factors on user influence, particularly, user internal 
factors on influence, including user sentimental deviations, 
review reliability, and the attention mechanism-based weight 
learning. That is, we explore combining some factors of user 
influence to enhance the accuracy of rating predictions. To 
differentiate from existing user influence measures [2]-[5], 
[49], [65] such as following, retweeting, mentioning and other 
interactive actions, we propose using user internal factors to 
measure his/her influence, including user sentimental 
deviations and review reliability. These internal factors are not 
from explicit behavior but could help us to understand users. 
Compared with previous works [1]-[6], [63], the main 
contributions of this paper are shown as follows. 

1) We propose a review-based recommendation model by 
fusing users’ internal influence into a matrix factorization to 
improve the accuracy of rating predictions. The internal factors 
are not from the explicit behavior but could help us to 
understand users. 

2) We propose to leverage user sentimental deviations and a 
review’s reliability to be the user internal factors on social 
influence. User sentimental deviations extracted from reviews 
help us to demonstrate that a user with clear and various 
opinions has more influence on others. In addition, a user who 
has a long review with many product features is more 
trustworthy. We fuse the user internal factors on social 
influence into a matrix factorization to enhance traditional 
methods. 

3) Additionally, we utilize an attention mechanism that could 
auto-learn the weights of different factors. The attention 
mechanism enhances the scalability of our model because it 
provides an ability that could fuse multiple factors, even though 
the factor may be not substantial. We implement a case study 
on Yelp. Its experimental results demonstrate the effectiveness 
of our model on improving the accuracy of rating predictions. 

The rest of this paper is organized as follows. We first 
provide an overview of related work in Section II. Then, we 
define our focus in Section III. Our review-based 
recommendation model is presented in detail in Section IV. 
Finally, we report the experimental results and analysis in 
Section V, and Section VI concludes this paper. 

II. RELATED WORK 

A. Recommender System 
With the ability to take advantage of the wisdom of crowds, 

Collaborative Filtering (CF) [10], [12], [24], [27], [40] 
technique has achieved great success in personalized 
recommender systems, especially in rating prediction tasks. The 
task of CF is to predict users’ preferences for unrated items. 
Item-based CF [12] produces the rating from a user to an item 
based on the average ratings of similar or correlated items by 
the same user. Cai et al. [40] investigated the collaborative 
filtering recommendation from a new perspective and present a 
novel typicality-based collaborative filtering recommendation. 
They improve the accuracy of predictions, and their method 
works well even with sparse training data sets. 

Recently, Latent Factor Models based on Matrix 
Factorization [1], [23] have gained great popularity as they 
usually outperform traditional methods and have achieved great 
performance in some acknowledged datasets [28]. All kinds of 
MF algorithms have been proposed for solving different 
problems, such as Singular Value Decomposition (SVD) [43], 
Probabilistic Matrix Factorization [1], Non-negative Matrix 
Factorization [7], Max-Margin Matrix Factorization [8], and 
Localized Matrix Factorization [9]. They aim at learning latent 
factors from user-item rating matrices to make rating 
predictions, based on which to generate personalized 
recommendations. However, their latent characteristics suffer 
some problems when they faced with new users, and we define 
this situation as the “cold start” problem. 
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B. User Influence 
The flourishing of social media has promoted research on the 

social-based recommendation. Some Matrix factorization based 
social recommendations, e.g. Context MF [3], Social MF [4], 
and PRM [5] are proposed to solve the “cold start” problems. 
Besides, they also explore individual preferences. The basic 
idea is that user latent feature should be similar to the average 
of his/her friends’ latent features with the weights of users’ 
preference similarity. There are also some social trust-based 
works that try to calculate the interpersonal influence [2], [25], 
[26], [30], [39]. Most of them calculate the similarity between 
users to denote the trust value. Yang et al. [2] proposed the 
concept of “Trust Circles” in the social network based on 
probabilistic matrix factorization. Sato et al. [26] predicted the 
user’s individual preference and influence from other users by 
applying the knowledge of probability and statistics. However, 
these methods are all restricted to the structured data, i.e. the 
used category information [2], [5] and the tag information [26] 
are not always available in some social networks. 

It is important to notice that the increasingly growing amount 
of textual reviews users generated contain rich information 
about user preferences and item descriptions. There are some 
reviews based works for the task of recommendation. User 
topic based recommendation has attracted much attention to 
mine users’ preferences [11], [13], [21], [23], [24], [36], [38]. 
Kawashima et al. [21] presented a new method for rating 
prediction in e-commerce, which uses ordinal regression based 
on linear discriminant analysis with multi-modal features. Jiang 
et al. [24] proposed an author topic model-based collaborative 
filtering (ATCF) method to facilitate comprehensive points of 
interest (POI) recommendations for social users. There are also 
many works focus on user review details. Peng et al. [44] 
predicted the respective effects of review length and emotional 
intensity, which are used to emphasize reviewers’ 
trustworthiness. Pan et al. [45] examined the effects of review 
characteristics, product type, and reviewer characteristics on 
perceived review helpfulness. They demonstrate that both 
review valence and length have positive effects on review 
helpfulness. 

C. Review Sentiment Analysis 
Many sentiment analysis works are proposed to extract user 

preferences. Sentiment analysis can be conducted on three 
different levels: review-level, sentence-level, and phrase-level. 
Review-level analysis [18], [19], [20] and sentence-level 
analysis [17] attempt to classify the sentiment of a whole review 
or sentence to one of the predefined sentiment polarities, 
including positive, negative and sometimes neutral. Pang et al. 
[19] proposed a context insensitive evaluative lexical method. 
However, they cannot deal with the mismatch between the base 
valence of the term and the author’s usage. While phrase-level 
analysis [6], [15], [16] attempt to extract the sentiment polarity 
of each feature word that a user expressed his/her attitude to the 

specific feature of a specific product. The main task of phrase-
level sentiment analysis is the construction of sentiment lexicon 
[14], [31], [33], [42], [49]. There are some works attempt to 
leverage sentiment analysis to extract user features and product 
features for personalized recommendation [6], [42]. Lei et al. 
[49] also leveraged users’ phrase-level sentiment analysis to 
make a personalized recommendation. They use user sentiment 
to infer a specific items’ reputation, which has a good 
performance in a public dataset. 

Generally, user’s long-term interest is stable [57], [58], [59]. 
Extracting user’s preferences with the content of reviews has 
received considerable attentions in recent years. Many topic 
models introduce user’s interests as topic distributions 
according to their reviews contents [21], [29]. Most of them 
mine users’ preferences based on a popular approach, LDA 
[11]. LDA is a Bayesian model. It is utilized to model the 
relationship of documents, topics, and words. Sentiment 
classification is one of the most popular works in user opinion 
mining. Existing works [19], [20] mainly focus on positive-
negative binary classification. Normally, according to the 
psychological theories on sentiment, reviews are generally 
divided into two groups, positive and negative. To make a 
purchase decision, users not only need to know whether the 
product is good or not but also how good the product is [22]. 

Recognizing malicious users and reviews are important [53], 
[54], [55], [56]. Liu and Sun [53] proposed a scheme that 
identifies malicious users and recovered reputation scores by 
exploring the combination of temporal analysis and user 
correlation analysis. Zeng et al. [55] proposed an Equal Rating 
Opportunity (ERO) evaluation to detect dishonest reviews. 
Zeng et al. [56] proposed an algorithm that utilizes a detection 
method of the rating change interval. They leveraged the 
analysis of variance method to detect whether a product’s 
reviews are manipulated.  

Ling et al. [60] proposed a unified model that combines 
content-based filtering with collaborative filtering, harnessing 
the information of both ratings and reviews. Ganu et al. [61] 
identified topical and sentiment information from free-form text 
reviews, and grouped similar users together using soft 
clustering techniques to improve user experience in accessing 
reviews. Chen et al. [62] provided a comprehensive overview 
of how the review elements have been exploited to improve 
standard content-based recommending, collaborative filtering, 
and preference-based product ranking techniques. Wang et al. 
[51] presented a simple model variant where an SVM is built 
over NB log-count ratios as feature values by combining 
generative and discriminative classifiers and demonstrated its 
effectiveness and robustness. 

III. PROBLEM FORMULATION 
The symbols and notations utilized in this paper are given in 

Table I. Our approach aims to recommend user interested items 
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based on their historical review records and interpersonal 
relationships in social networks. We have three key factors to 
infer the trust value in social networks. They are the user’s 
internal factors for user influence, such as user sentimental 
deviations and review reliability, and the user’s external factor, 
i.e., user popularity. In RS, we have a set of users ! "
#$%&$'& ( & $)* and a set of items+, " #-%&-'& ( & -.*. The ratings 
expressed by users on items are given in a rating matrix / 0
/)1.. In this matrix, /2&3 denotes the rating stars given by user 
u on item i, which can be any real number but generally is an 
integer in the range of 1 to 5. In a social rating network, each 
user u has a set of friends and 42&5 0 67& 89, which denotes the 
influence score of user v to user u. Meanwhile, :;<2= denotes 
user u’s sentiment deviations. This helps us to judge whether 
the user has clear and various opinions or not. We use the 
sentiment deviations to calculate the user’s sentimental 
influence. Then, >2  denotes user u’s popularity, which we 
determine by calculating the sum of the number of users’ 
friends and the number of users’ ratings. ?2+ denotes user u’s 
reliability. We leverage the average length of reviews to infer 
whether a user is responsible for writing a review. 

The task of our recommender system is to predict user u’s 
ratings on an unknown item i. In addition, we explore the 
influence of user sentiment, user reliability, and user popularity. 
We employ matrix factorization techniques to learn the latent 
features of users and items. @)1A denotes the latent user feature 
matrix, and B.1A denotes the latent item feature matrix, with 
row vectors !2 and ,3 representing k-dimensional user-specific 
and item-specific latent feature vectors of user u and item i. 

Then, we use the learned latent factors of users and items to 
predict user’s ratings on items.  

The purpose of our method is to find the user internal 
influence and external influence from reviews and then fuse 
them into recommender systems. We give an overview of our 
rating prediction method in Fig. 2. We can see different users 
have different rating preferences, and each shaded block is a 
review made by a user on an item in the user-item review 
matrix. The review processing on the right side of Fig. 2 shows 
how to extract user sentiment from an original review. The 
features of these reviews are extracted by the word2vec model. 
Then, sentiment scores are calculated by the SVM/SVR 
method. Finally, we fuse the internal factors, i.e., user sentiment 
deviations and user reliability, and the external factor, i.e., user 
popularity, into a matrix factorization framework with an 
attention mechanism for rating prediction tasks.  

IV. REVIEW-BASED RECOMMENDATION MODEL 
    First, we introduce the internal factors for the user influence. 
Second, the attention mechanism is formulated. Finally, our 
model is expressed, and its training procedure is presented. 

A. Internal Factors on User Influence 
    In this subsection, we mainly focus on exploring the internal 
factors on influence, including user sentimental deviations and 
review reliability. However, first we present the sentiment 
calculation method. 
1) Sentiment Calculation 

In this work, we use a word2vec [50] -based sentiment 
analysis method to calculate the user’s sentiment. We leverage 
the word2vec model to extract the feature vector of each word. 
The word w’s feature vector is CD " E%& E'& ( EF+ . The 
dimension G of the word’s feature vector CD is set as the default 
value 200. Then, the feature vector H of a review is represented 
by 

 

Fig. 2. An overview of our rating prediction method. Each shaded block is a 
review made by a user on an item. The features of these reviews are extracted 
by word2vec model. Then sentiment scores are calculated by SVM/SVR 
method. Finally, three factors, including user sentiment, user reliability, and 
user popularity, are fused to matrix factorization model for rating prediction. 

TABLE I 
SYMBOLS AND THEIR DESCRIPTIONS 

Symbol Description Symbol Description 
! a set of users I a set of items 
M user numbers N item numbers 
J)1.  the rating matrix JK)1.  the predicted rating 

matrix 
@)1A  the user latent 

feature matrix 
B.1A the item latent feature 

matrix 
<2&3 user u’s sentiment 

on item i 
/D  initial score of the 

sentiment word w 
:;<5= user v’s sentiment 

variance 
H5  the set of user v’s 

friends 
L the objective 

function 
M& N& O& P& Q the parameters in the 

objective function 
42&5  user v’s influence 

on user u 
a, b the coefficient of 

feature fitting formula 
>5  user v’s popularity ?5 user v’s reliability 
CD  word w’s feature 

vector 
HRS53SD  the feature vector of a 

review 
T;U= kernel function V2&3 the sentiment 

classification result of 
the review user u to 
item i. 
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HRS53SD " %
RS53SD

CDD0RS53SD                 (1) 
Support Vector Machines (SVM) are often utilized for text 

classification [51]. Their performance varies greatly depending 
on the features. We leverage the features of reviews HRS53SD 
extracted by the word2vec model to train the SVM for 
sentiment classification as follows. 

V2&3 " W-XY VZ[ZT HZ& HRS53SD
\
Z]% ^ _       (2) 

where V2&3  is the sentiment classification result of the review 
user u to item i, \ is the count of the training data, VZ  is the 
classification of review j in the training data [Z  and _  are 
learned by SVM, and T U  is the kernel function. More details 
about SVM can be found in [51].  

In addition, Support Vector Regression (SVR) [52] can be 
used to predict the sentiment score <2&3 from the feature vector 
HRS53SD  of the review user u gave to item i. The decision 
function is: 

<2&3 " [Z ` [Z
a T HZ& HRS53SD

\
Z]% ^ _          (3) 

where \ is the count of training data, [3  and [3
a  are Lagrange 

multipliers, and they are a set of dual variables. T U  is the 
kernel, and we train the SVM and the SVR with the Radial 
Basis Function (RBF) kernel in this paper. More details about 
the SVR can be found in [52]. 
2) User Sentiment for Interpersonal Influence 

When we search the Internet for purchasing, we are more 
concerned with the users who posted five-star reviews or 
critical reviews. In particular, critical reviews can truly reflect 
the deficiency of the product. In this case, we observe that 
reviewer sentiment will influence others. If a reviewer 
expresses polarized opinions, users may get an objective 
evaluation of items/products more easily. In this paper, we 
argue that the sentimental influence of the user’s friends will 
offer more help when the user decides. If a reviewer always has 
the same opinion on different items, we think he/she does not 
show any biases and he/she may have a low influence on others. 
Conversely, if a reviewer offers polarized and variant 
sentiments on different items, we think his/her ratings may have 
more influence. 

Generally, in probability theory and mathematical statistics, 
the variance is used to measure the degree of deviation between 
a random variable and its mathematical expectation. Therefore, 
we calculate the sentimental influence, taking advantage of the 
concept of variance. The definition of variance is given by 

: <2 " %
b

;<2&3 ` <2='b
3]%                       (4) 

where <2&3 denotes user u’s sentiment score on item i and <2+is 
the average sentiment score of the items user u has reviewed. 
3) User Reliability for Interpersonal Influence 

Users may have different attitudes when writing reviews 
after consumption; some may like to write a long and redundant 
review, while others may like to write a short review. Does a 
long review really reflect the quality of the product/service? We 
put forward an idea that a user who posts reviews with abundant 

descriptions and adequate features will be trustworthy. Hence, 
we believe he/she has high reliability. In this section, we study 
the relation between review length and product features. Note 
that product features are extracted by the method proposed in 
[49]. Fig. 3 shows the fitted curve using Yelp data. From Fig. 
3, we can see that the fitted curve is approximately an 
exponential distribution. Based on different categories, we can 
set corresponding exponential coefficients to fit the curve. We 
define the reliability of user u as follows:  

+?2 " c1def                                     (5) 
where a and b are coefficients based on different categories and 
x denotes a specific review length interval. 

B. An Attention Mechanism for the Combination of Factors 
Generally, we deem that a user with many rating records and 

many friends is a popular user. In this paper, we define user 
popularity as follows: 

>2 " +H2 ^ /2                                 (6) 
where H2 denotes the set of user u’s friends, /2 denotes the set 
of user u’s ratings, and g  denotes the number of+g. 

After taking the three interpersonal influence factors above 
into consideration, we obtain user v’s influence on user u in our 
recommendation model, which is defined as follows: 

         42&5 " O hi
hii0jk

^ P Ri
Rii0jk

^ Q li
lii0jk

     +

+++++++++++++++++++++++" O:2&5
a ^ P?2&5

a ^ Q>2&5
a                                    (7) 

where : <5  is user v’s sentiment variance, ?5 denotes user v’s 
reliability, >5 denotes user v’s popularity, H2 denotes the set of 
user u’s friends. In addition,+O& P& Q are the coefficients of the 
three interpersonal factors, and O ^ +P ^ Q " 8m 

To fuse the interpersonal influence factors into the matrix 
factorization model, we normalize++42&5 as follows: 

42&5
a " nk&i

nk&ii0jk
" ohk&i

a pqRk&i
a prlk&i

a

;ohk&i
a pqRk&i

a prlk&i
a =i0jk

            (8) 

where a  denotes the normalization symbol, and each of the 
rows is normalized to unity, i.e., 42&5

a " 85 . 

 
 
Fig. 3. A statistic of product features VS review length interval on the Yelp 
Website. The red curve is fitted by all Yelp review data, and according to 
the review length (total words number in a review), we divide all reviews 
into 12 intervals. 
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C. Review Based Recommendation Model 
In the matrix factorization framework, we predict the 

unknown ratings as follows: 
/2&3 " / ^ !2,3

s+++++++                         (9) 
where /2&3+denotes the predicted rating given by user u to item 
i and /+denotes the average value of all ratings.  

We learn the coefficients of the three interpersonal factors 
and latent features of users and items on the observed rating 
data by minimizing the objective function. The objective 
function t is defined as follows: 

t J& @& B ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
++++++++++" %

'
/2&3 ` /2&3

'
^2&3

u
'

@ v
' ^ B v

' +++++++++++++++++  

 ++^ w
'

!2 ` 42&5
a

5 !5 !2 ` 42&5
a

5 !5
s

2      (10)  

where /2&3 denotes user u’s real ratings on item i, J is the set of 
users’ ratings on items, /2&3 0 /)1., M is the number of users, 
and N is the number of items. @)1A and B.1A denote the user 
latent feature vectors and the item latent feature vectors, 
respectively.+!2 and ,3 are k-dimensional latent feature vectors 
of user u and item i. They are obtained by the gradient descent 
method [2], [5]. The first term of (10) denotes the deviation 
between the actual ratings and the predictions, and the second 
term of (10) is a regularization term, which plays a role in case 
of overfitting. The factor of interpersonal influence is enforced 
by the third term. It means that if a user has three characteristics, 
e.g., popularity, reliability, and clear and various opinions, 
his/her friends may trust him/her more. Note that we utilize a 
learning method to fit the optimized weights+O& P and Q. 

D. Model Training 
We get the matrix factorization model as (10), from which 

we can obtain the user latent profile +!2+and the item latent 
profile ,3 by using the gradient descent method [2], [5], [49]. 
More formally, the gradients of the objective function with 
respect to the variables +!2 , +,3 , O& P , and Q  are shown as 
follows: 
xy
xzk

" /2&3 ` /2&3 ,33 +^ M!2  

+++++++++++^N !2 ` 42&5
a !55{vk  +

+++++++++++| N 45&2
a

2{vi !5 ` 45&D
a

D{vi !D                                 (11) 
xy
+x}~

" /2&3 ` /2&3 !22 ^ M,3                                           (12) 

xy
xo

" N !2 ` 42&5
a !55 12

` !5
hk&i

a �lk&i
a nk&ii0jk �nk&i hk&i

a �lk&i
a

i

nk&ii0jk
Ä5            (13) 

                                                             
1 http://smiles.xjtu.edu.cn/Download/Download_yelp.html 

xy
xq
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a !55 12

` !5
Rk&i

a �lk&i
a nk&ii0jk �nk&i Rk&i

a �lk&i
a

i

nk&ii0jk
Ä5             (14) 

where the initial values of !2 and ,3  are sampled from the 
normal distribution with zero mean. We set O " +P " Q " 8ÅÇ 
as the initial values of O& P& Q. The user and item latent feature 
vectors !2 and+,3  and the coefficients of influence factors are 
updated based on the previous values to ensure the fastest 
decrease of the objective function at each iteration. The update 
process is given by 

!2
É " !2

É�% ` \ xy ÑÖÜ

xzk
                         (15) 

,3
É " ,3

É�% ` \ xy ÑÖÜ

x}~
                          (16) 

O;É= " O;É�%= ` \ xy;ÑÖÜ=

xo
                           (17) 

P;É= " P;É�%= ` \ xy;ÑÖÜ=

xq
                           (18) 

Q;É= " 8 ` O;É= ` +P;É=                              (19) 
We set the step size \=0.0005 and the total iteration number 

á=10000 to ensure the decrease of the objective function while 
training. 

V. EXPERIMENTS 
We conducted a series of experiments to evaluate the 

performance of the proposed model on a specific dataset, i.e., 
the Yelp dataset. We have crawled nearly 60 thousand users’ 
circles of friends and their rated items. Some previous works 
[5], [41], [42], [49], [64] are based on the Yelp dataset1. We 
have subsistent social relationships and user reviews to 
organize the experiments. The dataset contains eight categories: 
à% Active Life, à' Beauty&Spa, àâ Home Services, 
àäHotel&Travel, àãNightlife, àåRestaurants, àçShopping, 
and àéPets. In total, there are 28,629 users, 96,974 items, and 
300,847 ratings in our dataset, and we have every user’s social 
relationships in our dataset. In addition, each item has been 
posted by at least one comment/review. In the following 
experiments, we first evaluate our sentiment algorithm by 
comparing it with the Lexicon Based Method [49] and NBSVM 
[51]. Then, we investigate how to use sentiment information for 
rating prediction with more accuracy. The compared 
approaches include BaseMF [1], CircleCon [2], ContextMF [3], 
PRM [5], EFM [6], IS [61], and RPS [49]. 

A. Sentiment Evaluation 
We leverage the word2vec model and SVM/SVR for 

sentiment analysis in this work. However, sentiment evaluation 
is performed generally by transforming each sentiment value 
<2&3 into a binary value [33]. We transform the results of the 
SVR for sentiment evaluation. Namely, if the result is <2&3 è 7& 



1520-9210 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMM.2018.2863598, IEEE
Transactions on Multimedia

IEEE TRANSACTIONS ON MULTIMEDIA 7 

the review will be regarded as positive. If the result is <2&3 ê 7& 
the review will be regarded as negative.  

When testing in a positive dataset, if <2&3 ê 7, it means there 
was a misclassification. When testing in a negative dataset, if 
<2&3 è 7, it also means there was a misclassification. We first 
label all 5-star Yelp reviews as positive reviews and label all 1-
star Yelp reviews as negative reviews. Then, we have 57,193 
positive reviews and 9,799 negative reviews. We also utilize the 
Movie [48] and SFU [37] datasets for evaluation. The statistics 
and evaluation results are shown in Table II. 
! Lexicon Based Method [49] extracts product features and 

utilized sentiment dictionary to calculate the user’s sentiment. 
! NBSVM is the compared method proposed in [51]. It 

identifies simple Naive Bayes and SVM variants which 
outperform most published results on sentiment analysis 
datasets, sometimes providing a new state-of-the-art 
performance level. 

! WV+SVM and WV+SVR leverage the word2vec model and 
SVM/SVR to calculate the user’s sentiment. 
Table II shows that the NBSVM outperforms other methods 

in the Movie and SFU datasets. WV+SVM and WV+SVR have 
better performance on the Yelp dataset. We suppose that the 
review length significantly impacts the performance of 
sentiment classification. Note that the average length of reviews 
in the Yelp dataset is 134 words, but in the Movie and SFU 
datasets, the average length is much longer. There are 394 
words and 876 words per review, respectively, in Movie and 
SFU. From the feature vector of a review given in (1), we can 
see that this average mechanism of words’ vectors is suitable 

for short texts, such as the reviews on Yelp. Meanwhile, the 
sentiment calculation is a basis of our model. The more accurate 
the sentiment calculation, the stronger the validation of our 
experiments. 

With regard to the generalization to other domains or online 
services, we think WV+SVM is acceptable due to its good 
performance on short texts. For sentiment evaluation on short 
texts, we suggest audiences use WV+SVM. However, for long 
texts, NBSVM, which performs well on the Movie and SFU 
datasets, is a better choice than WV+SVM. 

B. Rating Prediction Evaluation 
1) Evaluation Metrics 

In each category of Yelp, we use 80% of the data as the 
training set and the remaining 20% as the test set. The 
evaluation metrics we use in our experiments are the Root Mean 
Square Error (RMSE) and the Mean Absolute Error (MAE). 
They are defined as follows: 

/ë4< " /2&3 ` /2&3
'

30íÑìîÑ íÉSïÉ           (20) 

ëñ< " /2&3 ` /2&330íÑìîÑ íÉSïÉ               (21) 

where /2&3+is the real rating given by user u to item i, /2&3+is the 
predicted rating and íÉSïÉ is the set of all items in the test set. 
íÉSïÉ  denotes the number of items in the test set. 

2) Compared Algorithms 
We conducted a series of experiments for comparison with 

our model. The compared algorithms are given as follows. 
! BaseMF: This method is the basic matrix factorization 

approach proposed in [1], which does not consider any social 
factors.  

! CircleCon: This method is proposed in [2], which focuses on 
the factor of interpersonal trust in the social network and 
infers the trust circle based on matrix factorization. 

! Context MF: This method [3] improves the accuracy of 
traditional item-based collaborative filtering in [12] and 
SoRec in [4]. It takes both interpersonal influence and 
individual preference into consideration.  

! PRM: This method is proposed in [5], which considers three 
social factors, including interpersonal influence, 
interpersonal interest similarity, and personal interest. It is 
also based on matrix factorization to predict users’ ratings. 

! EFM: This method is proposed in [6]. It builds two 
characteristic matrixes (i.e., user-feature attention matrix and 
item-feature quality matrix) in its framework. Each element 
in the user-feature attention matrix measures to what extent a 
user cares about the corresponding product feature/aspect. 
Each element in the item-feature quality matrix measures the 
quality of an item for the corresponding product 
feature/aspect. 

! IS: This method is proposed in [61]. It identifies topical and 
sentiment information from free-form text reviews, and 
groups similar users together using soft clustering techniques 
to improve user experience in accessing reviews. 

TABLE II 
STATISTICS AND EVALUATION RESULTS 

Test Dataset Method Precision of 
Positive 

Precision of 
Negative 

Average 
Precision 

Movie 

2,000 reviews 

0.78M words 

394 words/review 

Lexicon Based 

Method 

863/1,000 

(86.3%) 

592/1,000 

(59.2%) 
72.75% 

NBSVM 
900/1,000 

(90%) 

929/1,000 

(92.9%) 
91.45% 

WV+SVM 
853/1,000 

(85.3%) 

812/1,000 

(81.2%) 
83.25% 

WV+SVR 
876/1,000 

(87.6%) 

739/1,000 

(73.9%) 
80.75% 

SFU 

400 reviews 

0.35 M words 

876 words/review 

Lexicon Based 

Method 

184/200 

(92%) 

110/200 

(55%) 
73.5% 

NBSVM 
183/200 

(91.5%) 

145/200 

(72.5%) 
82% 

WV+SVM 
158/200 

(79%) 

137/200 

(68.5%) 
73.75% 

WV+SVR 
126/200 

(63%) 

152/200 

(76%) 
69.5% 

Yelp 

66,992 reviews 

9.02M words 

134 words/review 

Lexicon Based 

Method 

52,474/57,193 

(91.75%) 

5,895/9,799 

(60.16%) 
87.1% 

NBSVM 
50,004/57,193 

(87.43%) 

7,665/9,799 

(78.22%) 
86.08% 

WV+SVM 
54,276/57,193 

(94.9%) 

7,682/9,799 

(78.4%) 
92.49% 

WV+SVR 
53,553/57,193 

(93.64%) 

7,950/9,799 

(81.13%) 
91.81% 
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! RPS: This method [49] fuses user sentiment similarity, 
interpersonal sentiment influence, and item reputation 
similarity into a unified matrix factorization framework for 
rating prediction.  

! RRM: It is the proposed Review-Based Recommendation 
Model, which explores social users’ reviews. We have mined 
three interpersonal influence factors from users’ reviews and 
then fused them into the matrix factorization framework with 
an attention mechanism for rating prediction. 

3) Performance Comparison 
We compare the performance of our method with the existing 

models including BaseMF [1], CircleCon [2], ContextMF [3], 
PRM [5], EFM [6], IS [61], PRS [49] on the Yelp dataset. In 
the objective function of our model, k is the dimension of user 
and item latent feature vectors !2 and+,3.++M is a coefficient for 
preventing overfitting. N  is a coefficient of interpersonal 
influence for exploring users’ trust. O& P& Q are weights of the 
three interpersonal influence factors, respectively. We set the 
dimension of user and item latent features parameter k=10, the 
over-fitting parameter M " 8 , and set the interpersonal 
influence parameter N " ó.  

In Table III, we show the comprehensive performance 
evaluation in eight categories of the Yelp dataset [5]. We used 
the color of Blueberry to indicate the best performance in each 
category and leveraged the color of Aqua to represent the 
second-best performance. Our method performs better than 
others in every category. Additionally, we show the detailed 
improvements compared with the second-best performance. 
The overall increment is 5.6% and 6.7% for RMSE and MAE, 
respectively. Only the increments on Hotel&Travel (1.1% on 
RMSE) and Restaurant (1.2% on MAE) are lower than 2%. 
Therefore, the experiment results show the high accuracy of our 
approach.  

C. Discussion 
In addition to the performance comparison in Table III, here 

we discuss four aspects of our experiments: 1) the learned 
weights by the attention mechanism, 2) the impact of the 
iteration count on the learned weights, 3) the impact of the 
factors, 4) the impact of less training data.  
1) Learned Weight by Attention Mechanism  

The attention mechanism utilized in this work is one of the 
main contributions. It is an auto-learning method for the 
weights of different factors. Here, we present the learned 
weights by the attention mechanism as shown in Fig. 4. The x-
axis is the value of the weight. Alpha O is the weight of the 
sentimental deviations factor. Beta P  is the weight of the 
review’s reliability factor, and gamma Q is the weight of the 
user popularity factor. We find that the absolute values of O and 
Q are much larger than that of P. Therefore, we suppose the 
factors of sentimental deviations and user popularity are much 

TABLE III 
PERFORMANCE COMPARISONS FOR EIGHT CATEGORIES ON YELP. DATA IN BLUEBERRY INDICATE THE BEST PERFORMANCE IN EACH CATEGORY, AND DATA IN AQUA 

REPRESENT THE SECOND-BEST PERFORMANCE. 

Category 
RMSE MAE 

BaseMF CircleCon ContextMF PRM IS EFM RPS RRM 
(Improvement) BaseMF CircleCon ContextMF PRM IS EFM RPS RRM 

(Improvement) 

Active Life 1.633 1.477 1.285 1.265 1.190 1.215 1.119 1.036 
(7.4%) 1.238 1.126 1.002 0.984 0.929 0.941 0.876 0.79 

(9.8%) 

Beauty 1.813 1.656 1.454 1.431 1.378 1.385 1.287 1.195 
(7.1%) 1.39 1.272 1.147 1.128 1.103 1.086 1.015 0.928 

(8.6%) 

Home Services 1.981 1.844 1.624 1.611 1.515 1.583 1.458 1.364 
(6.4%) 1.558 1.454 1.294 1.284 1.236 1.273 1.177 1.123 

(4.6%) 

Hotel&Travel 1.683 1.539 1.337 1.321 1.181 1.267 1.115 1.103 
(1.1%) 1.318 1.201 1.055 1.042 0.927 1.024 0.951 0.87 

(6.1%) 

Nightlife 1.408 1.311 1.176 1.150 1.173 1.134 1.092 1.052 
(3.7%) 1.099 1.026 0.93 0.913 0.923 0.899 0.874 0.853 

(2.4%) 

Pets 1.873 1.715 1.499 1.481 1.516 1.436 1.344 1.23 
(8.5%) 1.440 1.329 1.195 1.181 1.225 1.146 1.069 0.957 

(10.5%) 

Restaurant 1.261 1.202 1.149 1.094 1.203 1.113 1.070 1.043 
(2.5%) 0.983 0.944 0.909 0.873 0.962 0.886 0.853 0.843 

(1.2%) 

Shopping 1.600 1.479 1.321 1.302 1.294 1.278 1.203 1.120 
(6.9%) 1.228 1.138 1.032 1.016 1.053 0.999 0.941 0.878 

(6.7%) 

Average 1.657 1.528 1.356 1.332 1.306 1.301 1.211 1.143 
 (5.6%) 1.280 1.186 1.071 1.053 1.045 1.032 0.970 0.905 

(6.7%) 

 

 
Fig. 4. The histogram shows the learned weights in different datasets. 
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more important to our model than the review’s reliability, no 
matter whether the impact is positive or negative. It can be 
concluded that the length of the review content has little 
relevance in improving the accuracy of our model. That is why 
the weight of review’s reliability is always approximately 0. 
However, the results that O is positive and Q is negative show 
the factor of sentimental deviations is more important than user 
popularity. Thus, O becomes larger and Q decreases due to the 
sum of the three weights being a fixed value.   
2) The Impact of Iteration Count on Learned Weights 

Then, we track the log of the model training and try to find 
the relevance between weights and learning iterations. As 
shown in Fig. 5, the x-axis is the learning iterations and the y-
axis indicates the values of weights. Due to the sum of the three 
weights being a fixed value, the gradient orientations are 
opposite to each other. We find that for the first 10 iterations, 
the fluctuations of weights are much larger than that after 10 
iterations. We suppose that at the beginning, the value of our 
objective function is large so that the gradients of weights also 
become large. Thus, the fluctuations of the weights are high. 
After several iterations, the gradients become small so that the 
fluctuations also become smooth, and the weights start being 
learned in the right orientations. We suppose the importance of 
the factor of sentimental deviations is larger than user 
popularity, so the weight of sentimental deviations is increasing 

with learning iterations after 10 iterations. We suppose that the 
length of review content has slight relevance in improving our 
model so that its weight P is always approximately 0. Due to O 
increasing and P  only slightly relevant, the weight Q  must 
decrease to fit the fixed sum of the three weights.  
3) The Impact of Factors 

In this part, we perform some experiments to validate the 
effectiveness of our hypotheses on performance, as shown in 
Fig. 6. We use the BaseMF [1] as a baseline and compare the 
results with the methods that consider different factors. US is 
the method considering the factor of user sentimental 
deviations. UR indicates the method of considering the factor 
of user reliability. UP denotes the method of using the factor of 
user popularity. RRM is the proposed model combining the 
three factors with an attention mechanism. We could find that 
each factor is effective, but the combination of them with an 
attention mechanism is the best way to improve the accuracy.  
4) The Impact of Less Training Data 

For the impact of less training data on the performance of our 
model, the data in the Nightlife category are used for this 
experiment. Table IV shows the impact of less training data on 
the performance of our model on Nightlife. In the process of 
model training, we randomly select some data from the 
complete dataset. 50% training data denotes that only 50% of 
our ratings are selected to train our model. It can be observed 
that there is little impact on performance. In addition, the 
performance of our model becomes worse with less training 
data.  

VI. CONCLUSION 
In this paper, we implemented a case study on Yelp to 

explore social users’ internal influence for recommender 
systems. We mined the fluctuation of user sentiments from 
textual reviews by utilizing the word2vec model and 
demonstrated that the users with higher sentimental variance 
may have more influence. We modeled the relationship 
between review length and product features with the 

 
 

Fig. 6.  The impact of each factor on performance in Shopping category. 
 

 
 
Fig. 5. The relevance between weights and learning iterations. 
 

TABLE IV 
THE IMPACT OF LESS TRAINING DATA ON PERFORMANCE IN NIGHTLIFE DATASET 

 40% training 50% training 60% training 70% training 80% training 
RMSE 1.108984 1.107797 1.106621 1.105989 1.051773 
MAE 0.877526 0.868535 0.861652 0.858347 0.853248 
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exponential function and proved that the users who always post 
long reviews may have more influence. In addition, we showed 
the effectiveness of user popularity on performance. Finally, the 
combination of these factors with an attention mechanism was 
the final interpersonal influence to be used in the matrix 
factorization framework. Our model decreases the RMSE by at 
least 5.6% and the MAE by at least 6.7% compared with 
existing approaches. 

One of the main contributions is that we utilize user internal 
factors to measure reviewer influence, such as the proposed 
user sentimental deviations and review reliability. Another 
contribution is that we utilize an attention mechanism that could 
auto-learn the weights of different factors. Through several 
experiments, we found that the utilized sentiment analysis 
methods based on word2vec are suitable for processing short 
texts. Additionally, considering more factors in the matrix 
factorization with the attention mechanism will obtain results 
that are more accurate.  

In our future work, we will explore more factors and mine 
user social behaviors and reviews deeply for user attention 
mining. Textual reviews contain a large amount of information, 
and they can reveal users’ actual needs and concerns, which are 
important to their decision making. 
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