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Abstract

Existing real-world video super-resolution (VSR) meth-
ods focus on designing a general degradation pipeline for
open-domain videos while ignoring data intrinsic charac-
teristics which strongly limit their performance when ap-
plying to some specific domains (e.g. animation videos). In
this paper, we thoroughly explore the characteristics of an-
imation videos and leverage the rich priors in real-world
animation data for a more practical animation VSR model.
In particular, we propose a multi-scale Vector-Quantized
Degradation model for animation video Super-Resolution
(VOD-SR) to decompose the local details from global struc-
tures and transfer the degradation priors in real-world
animation videos to a learned vector-quantized codebook
for degradation modeling. A rich-content Real Animation
Low-quality (RAL) video dataset is collected for extracting
the priors. We further propose a data enhancement strat-
egy for high-resolution (HR) training videos based on our
observation that existing HR videos are mostly collected
from the Web which contains conspicuous compression arti-
facts. The proposed strategy is valid to lift the upper bound
of animation VSR performance, regardless of the specific
VSR model. Experimental results demonstrate the superior-
ity of the proposed VOQD-SR over state-of-the-art methods,
through extensive quantitative and qualitative evaluations
of the latest animation video super-resolution benchmark.

1. Introduction

Animation video super-resolution (VSR) [34], which is
a subdiscipline of video super-resolution (VSR) [1, 2, 3, 19,
28, 35], aims to restore high-resolution (HR) videos from
their low-resolution (LR) counterparts in animation domain.
As a special type of visual art, animation video shows great
entertainment, cultural, educational and commercial values.
However, most of them available on the Web are in lim-
ited resolutions and have visually unappealing artifacts due
to the passing ages, lossy compression and transmission.
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Figure 1. A comparison between our proposed VQD-SR and
other SOTA VSR methods in real scenario. As indicated by
the red dotted circles, our VQD-SR could restore more appeal-
ing details by considering the degradation priors in real animation
videos. (‘*’ denotes fine-tune on animation videos).

Dedicated to real applications, animation VSR is a blind
SR [21,22, 31,42, 33] task which is more challenging than
conventional VSR tasks [1, 2, 14, 19, 28, 36], because of the
complicated and agnostic real-world degradations. Thus,
practical VSR methods for improving real-world LR ani-
mation videos are in highly demanded.

Blind SR model for open-domain has long been the fo-
cus. As it’s hard to collect LR-HR pairs in real scenar-
ios, recent learning-based approaches try to model the real-
world degradations from HR to LR, thus generating pseudo
LR-HR pairs to train SR models. These approaches can
be roughly divided into two categories, explicit modeling
and implicit modeling, with regard to the degradation pro-
cedures. Explicit modeling [10, 20, 31, 42] methods try
to combine basic degradation operators like noise, blur and
rescaling to imitate the real-world degradation pipeline. In-



stead, implicit modeling methods employ a neural network,
which is usually in the manner of generative adversarial net-
works (GAN), as an alternative to the combination of ba-
sic degradation operators. However, these general degra-
dation methods designed for open-domain videos are not
quite suitable for the animation domain as they ignore the
intrinsic characteristics of the data. Directly adopting exist-
ing degradation models for open-domain to animation VSR
would lead to unpleasant results (as shown in Fig. 1 a), even
though they are fine-tuned on the animation videos.

Specific to animation VSR, AnimeSR [34] moves one
step further to propose a learnable basic operator (LBO)
with an “input-rescaling” strategy that considers the data
characteristics and demonstrates their advantages over
open-domain VSR methods. However, the proposed “input-
rescaling” strategy of constructing pseudo HR-LR pairs
for the LBO training requires human annotations, which
prevents their method from scaling up to modeling vari-
ous real-world degradations. In AnimeSR [34], only three
LBOs are trained with three human-annotated videos re-
spectively, leading to unappealing results (as shown in
Fig. 1 b). Thus, how to effectively leverage large-scale real-
world animation videos based on their data characteristics
is still an open problem.

In this paper, we propose a multi-scale Vector-Quantized
Degradation model for animation video Super-Resolution
(VQD-SR), which leverages the data characteristics of ani-
mation videos. We observe that different from open-domain
videos with complex textures and irregular illumination
conditions, animation videos are roughly composed of ba-
sic visual patterns like smooth color patches and clear lines
which can be easily captured with high fidelity by vector-
quantization (VQ) [7, 25, 29]. Such data characteristics
could also be used for encoding and transferring degra-
dation priors from low-quality animation videos and re-
sults in a degradation codebook. Given any clean LR an-
imation frame, the degraded LR counterpart can be easily
obtained by looking up the pre-trained degradation code-
book. Specifically, a novel multi-scale VQGAN for degra-
dation modeling is proposed to learn and transfer real-world
degradation priors from a large-scale Real Animation Low-
quality (RAL) video dataset collected from the Web. To im-
prove the generalization ability of VQD-SR, we propose a
two-stage training pipeline and a stochastic top-k VQ strat-
egy to match up with the multi-scale VQGAN, yielding vi-
sually appealing results (as shown in Fig. 1 c).

To further lift the upper bound of existing animation
VSR methods, we propose an HR-SR strategy to enhance
the quality of HR training videos for more ideal ground
truths. This is motivated by our observations that existing
HR animation videos are mostly collected from the Web
which contains conspicuous compression artifacts and such
artifacts could be easily reduced by existing SR methods.

Our contributions are summarized as follows:

* We collect a large-scale real LR animation dataset, and
conduct a comprehensive study on real animation data
to thoroughly explore the challenges and data charac-
teristics in animation VSR task.

* We propose a novel multi-scale VQ degradation model
to transfer real-world degradation priors for synthesiz-
ing pseudo LR-HR training pairs. We further propose
an HR-SR data enhancement strategy to improve the
performance of existing VSR methods for animation.

» Extensive experiments demonstrate the effectiveness
of our proposed methods which significantly improve
the recent SOTA animation VSR method in both quan-
titive and qualitative comparisons.

2. Related Work
2.1. Video Super-Resolution

Recent years have witnessed a prosperity in deep learn-
ing based VSR methods [2, 3, 14, 28, 30, 36]. Differ-
ent from single-image super-resolution (SISR), the aux-
iliary temporal information is available in VSR for the
restoration of inner-frame features. Sliding-window struc-
ture [28, 30, 36, 39] and recurrent structure [1, 2, 8, 13, 14]
are two common paradigms in VSR to utilize the inter-
frame information. However, it also faces challenges while
taking the advantages. The degradations could be more
complicated in videos and may accumulate along the time
sequence [3, 35], causing the performance drop in real-
world scenarios.

There have been several attempts in blind-SR field to
deal with real-world degradations, which could be catego-
rized into explicit and implicit modeling. Explicit meth-
ods model the degradation as the effects of objective op-
erators (or kernels). Methods like [10, 43] assume these
degradations to be simple combinations of blur, noise and
down-sampling kernels, therefore conducting conditional
restoration based on the prediction of kernel parameters.
Operators like JPEG/FFmpeg [20] for lossy compression,
sinc filter [31] for ringing artifacts and strategies like high-
order modeling [31], random shuffling [42], are further in-
vestigated in latest studies to simulate the real degradation
pipeline and expand the synthesis space. However, these
methods merely depend on predefined operators, and ig-
nore to utilize the information contained in real data, thus
there’s still a gap between the synthesis LR and real LR
data. Implicit methods [21, 22, 33, 40] discard the objective
degradation operators, but learn the distribution of real data,
therefore realize the degradation by converting the HR input
to fit the real LR distribution. Yet, the learned distribution
space is uncontrollable, thus the degradation network may
easily project unseen out-of-distribution samples to unpre-
dictable suboptimal space causing annoying artifacts.



2.2. Animation Video Processing

Animation is a type of visual art that is represented in a
nonrealistic artistic style. A diversity of animation process-
ing technologies based on deep learning have been devel-
oped these years, such as animation style transfer [4, 5, 6],
animation video colorization [18, 27, 41], animation video
generation [12] and animation video interpolation [26].
AnimeSR [34] is a recent study for real-world animation
VSR tasks, which develops LBO to expand the basic degra-
dation operators. In this paper, we take a further step to
explore the characteristics of animation videos, and make
special designs in consideration of these characteristics to
improve the performance of real-world animation VSR.

2.3. Vector-Quantized Codebook

Vector-quantized(VQ) codebook was first proposed in
VQ-VAE [29] to learn the discrete representation for images
in latent space. Later, a hierarchical VQ-VAE-2 [25] is fur-
ther proposed. To improve the perceptual quality, a discrim-
inator and perceptual loss were added in VQGAN [7]. Re-
cently in VQFR [11], a VQ-based face restoration method
was also proposed. Although initially designed to avoid
the“posterior collapse” issue of VAE or tokenize input im-
ages for a more effective transformer modeling, we discover
that the idea of VQ is naturally suitable for representing an-
imation video frames and the form of codebook is capable
to internalize the real degradation priors.

3. Methodology

In this section, we first discuss the characteristics of real
animation videos and the challenges for animation VSR
task in Sec. 3.1. Based on the observations in Sec. 3.1,
we introduce the proposed real-world animation degrada-
tion model in Sec. 3.2. Finally, we illustrate our HR training
data enhancement strategy in Sec. 3.3.

3.1. Real-World Degradation in Animation Videos

To thoroughly understand the characteristics of anima-
tion videos and the challenges in animation VSR task, we
collect a Real Animation Low-quality (RAL) video dataset.
RAL contains over 10K LR frames extracted from 441
real-world low-quality animation videos. To the best of
our knowledge, RAL is the largest real-world low-quality
video dataset in the animation domain. Example frames
are shown in Fig. 2 (statistics of RAL can be found in the
supplementary). To construct such a dataset, we first down-
load numerous earlier animation videos from multiple video
sites such as YouTube and Bilibili. Then we manually se-
lect videos according to their resolutions, quality, contents
and styles. To ensure the dataset contains rich animation
structures and degradation priors, we adopt a simple scene
filtering procedure to remove the frames which have sub-
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Figure 2. Samples of RAL and typical degradation phenomena
in real-world LR animation videos. RAL is a real-world anima-
tion video dataset contains over 10K LR frames. Ringing artifacts,
aliasing edges, intermittent edges and rainbow effects are four typ-

ical degradation phenomena in real-world animation videos.

tle motions by evaluating their average absolute differences,
thus reducing the redundancy.

Animation videos are roughly composed of smooth color
patches and clear lines, while the latter ones usually play an
important role in portraying objects and expressing visual
semantics. In contrast to the fact that degradation losses
for open domain videos are mainly about high-frequency
textures, degradations for animation videos mostly happen
around the edges which are more sensitive according to the
human perceptual. Such degradations usually act as inter-
mittent edges, aliasing edges, ringing artifacts, and rainbow
effects, as shown in Fig. 2. These observations of the pro-
posed RAL dataset inspire us that the key challenge in ani-
mation VSR is to restore visually natural and clear edges.

Degradation modeling has been the focus of many previ-
ous blind-SR works. Because of the obvious differences
between animation and natural style videos, degradation
methods designed for natural videos cannot properly handle
degradations in animation videos. As a result, these meth-
ods suffer from amplified artifacts causing phenomena like
perturbation edges, bleeding edges and inaccurate coloriza-
tion along edges, even though they are fine-tuned on the
animation videos (as shown in Fig. 1 a).

3.2. Vector-Quantized Degradation Modeling

Instead of imitating the real-world degradation pipeline
by simply combining and adjusting some predefined ba-
sic operators [31, 42], we propose to explore the data in-
trinsic characteristics further and utilize degradation priors
of real-world animation videos. As illustrated in Sec. 3.1,
animation videos are roughly composed of smooth color
patches and clear lines. Compared to open-domain videos,
which contain complex textures and irregular illumination
conditions, it is possible to encode such animation video
frames into a codebook of finite basic visual patterns (i.e.,
color patches and lines). More importantly, any animation
video frame can be further decoded with corresponding pat-



(a) Vector-Quantized Degradation Model

Multi-Scale VQGAN

Clean LR

Stochastic Top-k VQ Strategy

Sorted Code Distance

Rank] 1 [~ i [~ K[—]N
»/ Dist. [0.1] 0.3 Jo.5] 127 /—»
ldx. | 6]~ 2 -]9]-[3

Basic Degradation Operators

| Pseudo LR Hidden State

Recurrent
VSR
Model

Enhancement Model
ESRGAN

(e.g., bicubic down-sample)
OO0 Top/ Middle / Bottom Branch O Recurrent VSR Model

[ Vector Quantization Process

[0 Loss Desgin
O Pre-trained Enhancement Model

RealESRGAN

Figure 3. The overview of VQD-SR for training the animation VSR model. (a) Vector-quantized degradation model is a multi-scale
VQGAN which transfers the real-world degradations from the learned VQ codebook to clean LR video frames to synthesize pseudo LR
videos for VSR training, with the stochastic top-k VQ strategy. (b) HR-SR enhancement strategy eliminates the artifacts in HR animation
training videos with an existing SR model to generate more ideal ground truths for supervising the VSR results.

terns with high fidelity. If such a process is restricted to
the real LR domain (e.g. the proposed RAL dataset), the
degradation priors of real animation videos will be encap-
sulated into the aforementioned codebook simultaneously
and could be further used for synthesizing pseudo LR data
for the VSR training.

VQGAN [7] is a reconstruction network composed of an
encoder F, a decoder GG and a vector-quantized codebook
Z. Motivated by the perceptually rich codebook, we resort
to VQGAN [7], trained on the proposed RAL dataset with
rich degradations of animation videos, to realize the decom-
position of low-quality frames and encapsulate degradation
priors into a learned codebook. When given a clean LR
frame, the real-world degradation priors can be transferred
by replacing the original clean patches with the correspond-
ing degraded versions by looking up the learned degrada-
tion codebook. In this section, we first introduce our modi-
fied multi-scale VQGAN, then illustrate the two-stage train-
ing pipeline, and finally use the trained model to synthesize
pseudo LR-HR pairs in diverse levels of degradations by a
stochastic top-k vector-quantization strategy.

Multi-Scale VQGAN. As discussed in Sec. 3.1, the degra-
dations in animation videos mostly happen around the
edges, which are fine-grained local details. A degradation
model should capable of processing these local details while
keeping the global structures (e.g. colors and shapes) at the
same time. However, these two goals are usually conflicted
with each other under the scope of the original single-scale
VQGAN [7], as these two kinds of components are entan-
gled. Disentangling local details from global structures is a
requisite for degradation modeling with VQGAN.

The multi-scale design has been widely explored in low-

level vision [23, 37] and achieved great success, especially
in the image restoration task. Inspired by this, we propose a
multi-scale VQGAN which contains three parallel encoding
branches. As shown in Fig. 3 a, these three branches share a
shallow feature extraction module but have independent en-
coder modules and codebooks with different compression
factors f (we choose f = {8,4,2} for the top, middle and
bottom branches respectively). Benefiting from our multi-
scale design, image information of different levels could
be effectively disentangled and learned by each encoding
branch in one VQ-GAN model.

Two-Stage Training Pipeline. However, it is non-trivial
to achieve the feature disentanglement as we expected by
directly training the proposed model from scratch. This is
because the bottom branch with the smallest scale will dom-
inate the model training since it provides the easiest way
to model converge. We call this phenomenon “short-cut”.
Such a problem prevents the top and the middle branches
from learning image information for different scales, and
the learned image representations are still entangled with
each other. To take full advantage of our multi-scale VQ-
GAN, we propose a two-stage training pipeline. We first
remove the middle and the bottom branches, and only train
the top branch with the largest compression factor f. In
this stage, the top branch is forced to take effect and be re-
sponsible to reconstruct the global structures. After the con-
vergence of the top branch, we add the other two branches
back to fine-tune the overall multi-scale VQGAN. In the
second stage, the two new branches only need to recover the
remaining smaller structures and fine-grained details, thus
avoiding the “short-cut” problem.

Stochastic Top-k VQ Strategy. After training our multi-



scale VQGAN on a real-world low-quality animation video
dataset (e.g. the proposed RAL dataset in Sec. 3.1), the
learned codebooks will contain rich degradation informa-
tion and are capable of transferring such degradations into
unseen animation data. Specifically, as shown in Fig. 3, the
learned multi-scale VQGAN will be used as the degrada-
tion model to synthesize pseudo LR images from clean LR
images for further VSR model training. Although the degra-
dation priors in the codebooks are diverse, there is only one
fixed degradation output for each input as the quantization
process takes the nearest neighbor search strategy to recon-
struct the input, leading to poor generalization capability
of the final VSR model. To expand the degradation space
and introduce more randomness during training, we adopt a
stochastic top-k search strategy when looking up the code-
book for the VQ process. More precisely, given the encoded
output 2 = E(x) € R"***"= from the input image x, the
former vector quantization methods search the nearest entry
in the codebook Z = {2}, for each vector 2;; in position
(1,7) to get the quantized output z,:

zg =q(2) := (arg mei% 125 — z]]) € RFX™Xm= (1)
zZl

We expand the nearest search strategy to a stochastic top-
k search strategy. That is, we obtain the kyj, closest entry in
the codebook for each vector Z;; in position (3, j):

zq =q(2) = (arg kthz |25 — Zz||) € Rixwxnz —(2)
z1€

For each sample in every training iteration, the value of & is
randomly chosen from a predefined range [1, K| and con-
trols the level of degradation.

A key point here is that we adopt the stochastic top-k
strategy only for the bottom branch while keeping the near-
est neighbor search for the top and middle branches. This
is because the larger-scale structures like colors and shapes
are encoded in these two branches, and we do not want them
to be changed when augmenting the local details for degra-
dation. That is also the reason why we make a great effort
to design the multi-scale VQGAN that encodes the different
components in input images separately. The idea of stochas-
tic top-k VQ strategy also corresponds with the fact that one
HR image could have multiple degraded versions.

3.3. HR-SR Enhancement Strategy

AVC [34] is the latest large-scale high-quality anima-
tion video dataset, specified for animation VSR tasks. As
opposed to images that could be recorded in lossless for-
mat, most of the animation videos available on the Web all
went through compression to reduce the network traffic. As
demonstrated in Fig. 3 b, the HR animation video frames
still suffered from the compression artifacts, and therefore
are not completely ideal as the training ground truths. Based

on this observation, we suggest enhancing the HR anima-
tion videos to further lift the upper bound for the existing
animation VSR model. Since the contents of animation
videos are relatively simple and the HR video frames are
relatively clean, general pre-trained SR models (e.g. Real-
ESRGAN [31]) could be used to reduce the artifacts while
not contaminating image details. We thus enhance all the
HR video frames in the AVC dataset by first applying an
SR model, then downsampling to align the original sizes.

3.4. Training Detials

Degradation Model. For the {top, middle, bottom} branch
in our multi-scale VQGAN, we set the compression fac-
tor f to {842} and use {1024,256,128} codebook en-
tries with 256 channels. The input images are randomly
cropped to patches of 256 x 256. The training of our multi-
scale VQGAN is a two-stage procedure. We follow [7] to
adopt Adam [16] optimizer with the base learning rate of
4.5 x 107° for both stages. The learning rate in top branch
is decreased by 4 times in the second stage. We set the total
batch size to 32 and 24 for the two stages, respectively. We
only apply VQ loss Ly, [29] and perceptual loss L., [44]
in the first stage, while adding the adversarial loss Lyq,, [7]
in the second stage. The full objective function for encoder
E, decoder G and hierarchical VQ codebook Z; , p) is:

L(Ev Ga Z{t,m,b}) = qu + Lper + Lad'm (3)
in which L, is calculate by:

Lyg =z — Z|| + BllsglE(x)s)] —
+ |I5glzq(s)] — E(x) s 13-

Zq(s) H%

“)

Where x, % are the input image and reconstructed image,
sg[-] denotes the stop-gradient operation, and s € {¢,m, b}
means the top, middle or bottom branches. More imple-
mentation details can be found in the supplementary.

Video Super-Resolution Model. We adopt the unidirec-
tional recurrent network in AnimeSR [34] as the VSR
model because of its efficiency, and further remove the
SR feedback in the recurrent block to ensure a more sta-
ble training according to our observation that too many re-
current features would sometimes cause a collapse of GAN
loss as the omitting of explicit alignment module. We train
the VSR model in two stages. In the first stage, we pre-
train the VSR model with L1 loss for 300K iterations, with
batch size 16 and learning rate 10~*. In the second stage,
we further adding perceptual loss [15] and GAN loss [17]
to fine-tune the network for another 300K iterations, with
batch size 16 and learning rate 5 x 107>, As the promotion
of perceptual quality is mainly during the second stage, we
only appending our multi-scale VQGAN for more realistic
degradations in the second stage to reduce the training cost
while only adopting basic operators in the first stage.



4. Experiments
4.1. Datasets and Metrics

We evaluate our method and compare its performance
with other SOTA SR methods on AVC [34], the latest pro-
posed large-scale animation video clip dataset. AVC is
composed of three subsets. The training set AVC-Train
contains 553 high-quality clips, and the testing set AVC-
Test contains 30 high-quality clips. There is also a AVC-
RealLQ , which contains 46 real-world low-quality clips for
evaluation. Each clip consists of 100 frames. We adopt
MANIQA [38], the winner in NTIRE 2022 NR-IQA chal-
lenge [9], as the no-reference image quality evaluation met-
ric, as it in the previous animation VSR work [34].

4.2. Comparisons with State-of-the-art Methods

We compare our VQD-SR with six SOTA SR meth-
ods. Among them, AnimeSR [34] and RealBasicVSR [3]
are blind video super-resolution (VSR) methods. Real-
ESRGAN [31] and BSRGAN [42] are blind single-image
super-resolution (SISR) methods with explicit degradation
modeling. We also conduct experiments on BasicVSR [1]
and PDM [21] as two representative methods for none-
blind VSR method and blind SISR with implicit degrada-
tion modeling. Apart from AnimeSR [34], for which we
report the result in the original paper, all the others are gen-
eral SR methods for open-domain images or videos. For fair
comparisons, we fine-tune their officially released models
on animation dataset AVC-Train.

Quantitative comparison. As shown in Tab. 1, we eval-
uate all the methods on AVC-RealLQ [34] for quantitative
comparisons. Among them, Real-ESRGAN [31] and BSR-
GAN [42] expand the former explicit degradation models
by introducing high-order degradations and random shuf-
fling respectively, which greatly improve the synthetic abil-
ity. And with the help of powerful SR backbone (RRDB-
Net [32] with 16.70M parameters), their results are quite
remarkable. Nonetheless, ignoring the intrinsic characteris-
tics of animation data limits their performance when applied
to animation domain. Although specialized for animation
videos, AnimeSR [34] only utilizes a small number of real
data (three human-annotated animation videos), which hin-
ders the performance of VSR model in real scenarios. Dif-
ferent from them, our VQD-SR considers the intrinsic char-
acteristics of animation videos and leverages the enormous
degradation priors contained in rich-content real animation
videos. VQD-SR also adopts the HR enhancement strategy
for more effective SR supervision. Due to these advantages,
VQD-SR achieves a result of 0.4096 and significantly out-
performs the SOTA animation VSR model [34] by 0.0264
in MANIQA on AVC-RealLQ [34]. Meanwhile, as the re-
moval of SR recurrent feedback in VSR model, the number
of parameters in VQD-SR are further reduced to 1.47 M

Table 1. Quantitative comparison on AVC-RealLQ for 4x

animation VSR. ‘x’ denotes fine-tune on animation dataset
AVC-Train [34]. Bold text indicates the best performance.

Method Params (M) | Runtime (ms) | MANIQA?T
BasicVSR* [1] 6.29 175 0.2829
PDM* [21] 16.70 438 0.2574
Real-ESRGAN* [31] 16.70 438 0.3825
BSRGAN* [42] 16.70 438 0.3836
RealBasicVSR*[3] 6.29 252 0.3504
AnimeSR [34] 1.50 26 0.3832
VQD-SR (Ours) 1.47 25 0.4096
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Figure 4. Results of User Study. The values on Y-axis represent
the percentage of users that prefer VQD-SR over other approaches.

with the runtime of 25 ms computed on a NVIDIA Tesla
M40 GPU with the LR size of 180 x 320, which demon-
strates the superiority of our VQD-SR in real applications.

Qualitative comparison. As shown in Fig. 5, we com-
pare visual qualities of different approaches on real-world
AVC-RealLQ video clips. It can be observed that VQD-
SR greatly improves the visual quality, especially for the
recover of clear and visually natural lines. Additionally,
VQD-SR is also capable of handling the background blur
(the 5th row) or the blur effect in some intended scenarios
(e.g. underwater scene in the 6th row), while most of the
other methods suffer from over-sharp artifacts like irregu-
lar lines and patterns. More visual comparisons are in the
supplementary materials.

We also conduct a user study to further evaluate the vi-
sual quality of our approach. There are 20 subjects involved
in this user study and 22080 votes are collected on AVC-
RealLR [34] with 46 video clips. For each comparison,
we adopt an A-B test that provides the users with two im-
ages in random order which include one VQD-SR frame.
Users are asked to select the one with higher visual qual-
ity. As shown in Fig. 4, comparing with the SR methods
designed for open-domain, over 80% of users voted for our
VQD-SR. By considering the data characteristic of anima-
tion, there are still over 65% users who prefer our method
to AnimeSR [34].
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4.3. Ablation study

In this section, we conduct ablation studies on each sig-
nificant component of our VQ degradation model and HR-
SR enhancement strategy in VQD-SR.

VQ Degradation Model. In the ablation study of VQ
degradation model, we conduct all the experiments based on
VQD-SR (base), which denotes a plain version of VQD-SR
trained without HR-SR enhancement. As shown in Tab. 2
a, we first compare the degradation model which is sim-
ply composed of basic operators (blur, noise and FFmpeg)
to our VQD-SR (base). With the help of real-world degra-
dation priors contained in VQ codebook, the result can be
improved from 0.3768 to 0.3857 in MANIQA. Refering to
Fig. 6 a, VSR model trained with only basic operators fails
to handle some real-world degradations, leading to artifacts
around the edges. We further compare the structure and
training strategy of VQ degradation model in Tab. 2 b and
Tab. 2 c. As the global structures and local details are entan-
gled together in single-scale VQ model and the multi-scale
model trained in single-stage, the performances dropped by
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Figure 6. Ablation study on VQ degradation model.

0.0391 and 0.0427, respectively. As shown in Fig. 6 b and
Fig. 6 c, some fine-grained details are missing. For VQ
strategies, as shown in Tab. 2 d and Fig. 6 d, our stochastic
top-k VQ strategy can improve MANIQA by 0.0087 com-
pared with the top-1 strategy, as the top-k VQ strategy en-
ables multi-level degradations which improves the general-
ization ability of the trained animation model, leading to
more appealing results.

HR Enhancement. Because the training HR animation
videos collected from the Web also contain artifacts which
are not ideal for ground truths, hindering the performances
of animation VSR models. We propose the HR-SR strategy
to enhance the quality of HR animation videos for more ef-



Table 2. Ablation study results of degradation models, structures
of VQ degradation model, training pipelines of VQ degradation
model and VQ codebook search strategies. The MANIQA scores
are reported for comparisons.

(a) Degradation Model
MANIQAT | BasicOP-Only | VQD-SR (base)
0.3768 0.3857
(b) VQGAN Structure
MANIQAT single-scale VQD-SR (base)
0.3466 0.3857
(c¢) Training Strategy
MANIQA?T single-stage VQD-SR (base)
0.3430 0.3857
(d) Codebook Search
MANIQA?T Top-1 VQD-SR (base)
0.3770 0.3857

Table 3. Ablation study of different SR models used in HR-SR
enhancement.

Enhancement Method | MANIQA®
No Enhancement 0.3857
AnimeSR [34] 0.4146
Real-ESRGAN (L) [31] 0.4211
Real-ESRGAN (S) [31] 0.4037

fective training ground truths. We first compare three dif-
ferent HR enhancement models by experiments on VQD-
SR (base). The quantitative results are shown in Tab. 3.
All three models improve the performance of animation
VSR model, which verifies that the proposed HR-SR strat-
egy is suitable for the training of animation VSR model,
and improvements are not subject to the specific model for
enhancement. However, as the SR process for data en-
hancement is conducted in HR domain, which takes a high
demand on computing resources, we finally choose SISR
model, Real-ESRGAN (S) [3 1] with relatively small model
size, as the HR-SR model. Visual examples of the enhanced
HR frames can be found in Fig. 7.

We further utilize the enhanced HR animation videos
processed by Real-ESRGAN(S) [31] to fine-tune different
VSR models. Apart from the proposed VQD-SR, RealBa-
sicVSR [3] is a blind VSR model designed for open-domain
videos and AnimeSR [34] is an VSR model specified for an-
imation domain. As shown in Tab. 4, with the help of HR
enhancement, all three VSR models get improved, which
illustrates that the proposed HR enhancement strategy is ef-
fective for animation VSR task, regardless of the specific
VSR model. The visual results of RealBasicVSR+, Ani-
meSR+, and VQD-SR in Fig. 8 also verify the advantages
of the proposed HR-SR enhancement strategy for animation
VSR.

. -
- - a2 -
Input HR AnimeSR Real-ESRGAN (L) | Real-ESRGAN (S)

ol ol al &
B

Input HR AnimeSR Real-ESRGAN (L) Real-ESRGAN (S)

Figure 7. Visual comparison of different SR models for HR-SR
enhancement.

RealBasicVSR AnimeSR VQD-SR (Base)

RealBasicVSR+ AnimeSR+ VQD-SR

~. S =
go_play/35

Figure 8. Ablation study of HR-SR enhancement strategy for dif-
ferent VSR models.

Table 4. Ablation study of HR-SR enhancement for different VSR
models on AVC-RealLQ. We report MANIQA for comparison.

MANIQA?T wo /HR-SR | w /HR-SR
RealBasicVSR [3] 0.3504 0.3855
AnimeSR [34] 0.3832 0.4079
VQD-SR 0.3857 0.4096

5. Conclusion

In this paper, we thoroughly study the characteristics of
animation videos and fully leverage the rich prior knowl-
edge contained in real data for a more practical animation
VSR model. To be specific, we propose a novel degradation
model which utilize a multi-scale VQGAN, self-supervised
on purely real low-quality animation data (RAL), to decom-
pose animation frames and establish a codebook containing
diverse real-world degradation priors. We also propose a
two-stage training pipeline and a stochastic top-k VQ strat-
egy to match up with the VQ degradation model. We further
propose to enhance the HR training videos to lift the perfor-
mance ceiling for animation VSR tasks. Experiment results
show the superiority of the proposed VQD-SR over existing
SOTA models, as our methods could generate more effec-
tive LR-HR training pairs in view of the characteristics in
real animation videos.
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Supplementary Material

In this supplementary material, Sec. A first illustrates the
implementation details of VQD-SR, which includes the im-
plementation of VQ degradation model in Sec. A.1, the de-
tails of VSR model in Sec. A.2, and the experiment details
in Sec. A.3. Then Sec. B introduces our RAL dataset with
statistics and representative samples. Sec. C shows more
comparison results. Finally, Sec. D discusses the limitations
of VQD-SR.

A. Implementation Details
A.1. VQ Degradation Model

Network Architecture. The architecture of our multi-scale
VQGAN for degradation modeling is described in Tab. 6.
The inputs of (b) Middle Branch and (c) Bottom Branch are
the intermediate outputs of (a) Top Branch, represented by
Z, and xp, respectively, and the output features ., and T
are further added back to the top branch when decoding.
The vector-quantization is conducted pixel by pixel on the
encoded outputs z;, z,, and z; in latent space with indepen-
dent VQ codebooks, sized {1024,256,128} with 256 chan-
nels. The compression factor f, which denotes the patch
size when projecting each entry in the VQ codebook from
latent space to the original image space, is set to {8,4,2}
controlled by the number of downsample steps in these
three branches. During training, the middle branch and the
bottom branch only take effect in the second-stage. All the
training procedures are performed on eight NVIDIA 32G
V100 GPUs.

Degradation Pipeline. The whole degradation pipeline
with multi-scale VQGAN to transfer the real-world degra-
dation priors can be formulated as: x = D"(y) = (FFmpeg
o VQD o Down o Noise o Blur)(y). Where = denotes the
degraded LR clips and y denotes the HR clips. For basic
operators (blur, noise, and FFmpeg), we follow the settings
and hyperparameters in AnimeSR [34]. For VQ degrada-
tion, we keep the nearest neighbor search on the top and
the middle branch while adopting the stochastic top-k VQ
strategy on the bottom branch.

Stochastic Top-k VQ strategy. Specifically, for each train-
ing clip in every iteration, we uniformly sample an integer
k from [1, K] as the degradation level, and utilize the ki,
nearest codebook entry to conduct the element-wise quan-
tization on the encoded output in the bottom branch. A
larger k denotes a more severe degradation, and K denotes
the max degradation level in training. As shown in Tab. 5
and Fig. 9, we compare the results of animation VSR when
K = {1,30,50,100} on VQD-SR (base). When trained
with a small K (e.g. K = 1, also the nearest neighbor
search), the animation VSR model has limited generaliza-
tion ability due to the rigid degradation level in training.
However, when K is too large (e.g. K = 100), the degra-

Table 5. Ablation Study of the value K in stochastic Top-k VQ
strategy.

Top-1
0.3770

Top-30
0.3846

Top-50
0.3857

Top-100
0.3756

MANIQAT

LT AT AT 4

Top-30 Top-50 Top-100
Figure 9. Ablation Study of the value K in stochastic Top-k VQ
strategy. We choose K = 50 in our VQD-SR.

bakuso kyodal/lS Top-1

dations are so severe that contaminate the original image
structures and disturb the training of VSR model. Based on
the results, we finally choose K = 50 for our VQ degra-
dation model, which leads to better results with sharper
lines in smooth shapes. Referring to Fig. 18-19, we also
show some visual examples of LR video frames degraded
by multi-scale VQGAN in multi-levels with different &.

A.2. Video Super-Resolution Model

We follow the VSR model in AnimeSR [34] because of
its efficiency but remove the SR feedback in the recurrent
block as shown in Fig. 10. Different from natural domain
videos, the continuities between animation video frames are
relatively poor which causes difficulties for explicit align-
ment modules and further impacts the final VSR results.
Thus, the explicit alignment module is left out in the ar-
chitecture of animation VSR model, where the misaligned
recurrent features are directly adopted, which also greatly
shrinks the computation costs. However, as is studied by
Chan et al. [3] that although long-term information is bene-
ficial for VSR, it may suffer from error accumulation during
propagation. For VSR models without explicit alignment
modules, this problem could be more severe. As shown in
Fig. 11, we find that too many misaligned recurrent features
make the animation VSR model [34] susceptible to error ac-
cumulation, and sometimes cause a collapse of GAN loss in
training, leading to corrupt VSR models. Based on this ob-
servation, we remove the SR feedback in the recurrent block
to ensure more stable training. We train the VSR model on
eight NVIDIA 32G V100 GPUs.



Table 6. Architecture of Multi-scale VQGAN. The proposed multi-scale VQGAN is composed of three parallel branches: (a) Top Branch,
(b) Middle Branch, and (c) Bottom Branch. The downsample block is realized by a 3 x 3 convolution layer with stride 2. The upsample
block is composed of a 3 x 3 convolution layer with stride 1 and a pixelshuffle layer. C' = 128 is the number of base channel, n. = 256

is the embedding dimension of VQ codebook.

(a) Top Branch

Encoder

Decoder

T RHXWXS

Conv2D — RHEXWxC
Downsample Block, 2 x Residual Block— x;, € RH/2xW/2x¢
Downsample Block, 2 x Residual Block — z,,
Downsample Block, 2 x Residual Block— RH/8XW/8x2C
Conv2D, 2 x Residual Block— R/8xW/8x4C
Non-Local Block—s R/8xW/8x4C

€ RHE/4xW/4x20

24 c RH 8XW/8Xn,

Conv2D — RH/8xW/8x4C
Non-Local Block — R/8xW/8x4C
2 x Residual Block, Conv2D — RH/8xW/8x2C
(+ #m), 2 X Residual Block, Upsample Block— R#/4xW/4x2C
(+ &), 2 X Residual Block, Upsample Block— R7/2xW/2xC
2 x Residual Block, Upsample Block— R *Wx¢

GroupNorm, Conv2D — z; € RH/8xW/8xn- 2 x Residual Block — 4 € R¥*Wx3
(b) Middle Branch
Encoder Decoder
Tm € ]RH AXW]Ax2C Zq(m) c RH AXW/AXn,

Conv2D, 2 x Residual Block—s RH/4xW/4x2C
Conv2D, 2 x Residual Block— RH/4xW/4x4C
GroupNorm, Conv2D — z,, € RH/4xW/4xns

Conv2D—s RH/4XW/4x4C
2 x Residual Block, Conv2D — RH/4xW/4x2C
2 x Residual Block, Conv2D — &, € RH/4xW/4x2C

(c) Bottom Branch

Encoder

Decoder

xp € RH 2XW/2xC

Conv2D, 2 x Residual Block— Rf/2xW/2x2C
Conv2D, 2 x Residual Block—s RH/2xW/2x2C
Conv2D, 2 x Residual Block— RH/2XW/2x4C
GroupNorm, Conv2D — z, € RH/2XW/2xn;

H/2XW]2X
Zq(b) € R e

Conv2D—s RH/2xW/2x4C
2 x Residual Block, Conv2D — RH/2xW/2x2C
2 x Residual Block, Conv2D — RH/2xW/2x2C
2 x Residual Block, Conv2D — £, € RH/2xW/2xC

A.3. Experiment Details

Evaluation with MANIQA. We test the super-resolution
methods on AVC-RealLQ [34], which is a real-world ani-
mation video dataset containing 46 low-quality clips with
100 frames per clip. As the lack of ground truths for test-
ing, we follow AnimeSR [34] and adopt the no-reference
image quality evaluation metric MANIQA [38] to evalu-
ate the final SR results. MANIQA is designed for rating
GAN-based distorted images, which is suitable for eval-
uating GAN-based image restoration algorithms. Follow-
ing [38] and [34], we measure MANIQA every 10 frames
in each video. For each testing frame, we randomly crop
224 x 224 sized images 20 times and calculate the average
score. We run the evaluation process 3 times and report the
mean metrics for all of the reported results.

User Study on Visual Quality. We conduct A-B tests
to further compare the visual quality of VQD-SR with
other six SOTA methods (BasicVSR [1], PDM [21], Real-
ESRGAN [31], BSRGAN [42], RealBasicVSR [3], Ani-
meSR [34]) successively. For each comparison with one of
the six methods, there are 20 subjects involved in the tests
on the SR results of AVC-RealLLQ [34] with 46 animation
video clips. Considering the subtle qualitative differences
between frames, we uniformly sample 4 frames for testing
in each clip. The user interface for the A-B test, as shown in

SRt,1

o Recurrent Block 4 %

SR Recurrent
SR,

£> Recurrent Block b @
i
SR Recurrent

LR, 1 SRy
- -

%’- % Recurrent Block ) @
i

Figure 10. Architecture of VSR model. We follow the VSR
model in AnimeSR [34] but remove the SR feedback in the re-
current block for stable training.

Fig. 12, provides the users with two images in random or-
der which include one VQD-SR frame and one frame from
the other method. Users are asked to select one with higher
visual quality. As the resolutions of SR results are too large
(e.g. 5760 x 4320) to fit the screen and display the details
at the same time if only providing the complete images, we
further show two side-by-side zoom-in windows controlled
by mouse with adjustable positions and sizes. The final re-
sults are the percentages of votes which prefer VQD-SR to



Figure 11. Too many recurrent features cause unstable training
leading to corrupt animation VSR models.

[ Z~ — B
[52/184] dance_p11_0_00002365.png Method 2

Figure 12. UI of the A-B test. The main window shows the com-
plete image with the current testing progress and frame name be-
neath. Two sub-windows on the right display the zoom-in details
of two methods where the mouse hovers, and the size of the view-
port can also be adjusted by scrolling the mouse wheel. Users are
asked to select the one with higher visual quality by pressing ‘1’
or ‘2’ on the keyboard.

other methods.

B. Statistics and Samples of RAL

Our Real Animation Low-quality (RAL) video dataset
contains over 10K LR frames extracted from 441 real-world
low-quality animation videos and contains rich real-world
degradations in animation domain. The statistics of RAL
is shown in Fig. 13. In Fig. 14, we also show some rep-
resentative samples and typical real-world degradations in
RAL.

C. More Qualitative Comparisons

In this section, we show more qualitative results to verify
the effectiveness of our proposed methods.
Animation VSR Results. In Fig. 20 - 22, we compare our
VQD-SR with six SOTA SR methods. Our VQD-SR is ca-
pable to recover visually natural and sharper lines (Fig. 20,
Fig.22 row 1-2) with fewer artifacts, restore clear details
(Fig. 21), handle intense scenarios (e.g. background blur)
without over-sharp artifacts (Fig. 22 row 3-4).
HR-SR Enhancement. In Fig. 16, we show the enhanced
HR animation video frames with different SR models. Our
HR-SR enhancement strategy could alleviate the compres-
sion artifacts and sharpen the edges without contaminating

Resolution Country Era
480p = 360p Japan USA 90s 20s
China 80s before 80s

Figure 13. Statistics of RAL.

Rainbow Effects

Ringing Artifacts

Aliasing Edges Intermittent Edges

Figure 14. Samples of RAL and typical degradation phenomena in
real-world LR animation videos.

the original details in animation HR frames. As shown in
Fig. 23, the proposed HR-SR strategy is valid to improve
the results of animation VSR, regardless of the specific VSR
model, with the help of more effective ground truths for
training.

We further extend the HR-SR enhancement strategy
from animation videos to natural videos (REDS [24]) in
Fig. 17. Because of the complex textures and irregular il-
lumination conditions, directly adopting HR-SR enhance-
ment strategy to natural videos would cause amplified illu-
mination artifacts (row 1), contaminated details (row 2), and
over-sharp textures (row 3), leading to unappealing results.

D. Limitation and Discussion

In this section, we visualize the failure cases of VQD-
SR in Fig. 15. Our VQD-SR is capable to restore sharper
lines and suppress diverse artifacts in animation videos.
However, in some extreme circumstances (e.g. severe lossy
compressions, long passing ages), there still gets room for
improvement, for example the remaining color distortions
around edges. Nevertheless, comparing with other SOTA
methods, our VQD-SR still achieves better performances.
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Figure 15. Failure cases when LR frames endure severe color dis-
tortions around edges.
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Figure 16. Visual comparison of different SR models for HR-SR
enhancement in animation domain.
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Figure 17. Extend HR-SR enhancement strategy to natural videos.
Complex textures and irregular illumination conditions lead to am-
plified illumination artifacts (row 1), contaminated details (row 2),
and over-sharp textures (row 3).
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Figure 18. Examples of LR frames degraded by multi-scale VQGAN in multi-levels. From top to bottom, left to right, we show the

degradation levels in ascending order. For the sake of clear comparisons, we show the results every 3 levels in the first 70 levels (kK =
1,4,7,...,70) here. Input HR: AVC-Train/bang_dream_p1_0/00000049.png



Figure 19. Examples of LR frames degraded by multi-scale VQGAN in multi-levels. From top to bottom, left to right, we show the
degradation levels in ascending order. For the sake of clear comparisons, we show the results every 3 levels in the first 70 levels (kK =
1,4,7,...,70) here. Input HR: AVC-Train/b0034m9wleq.10005_movie001_0/00000049.png
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Figure 20. Qualitative comparisons with SOTA methods. ‘x’ denotes fine-tune on animation dataset AVC-Train [34]. Our VQD-SR is
capable to recover visually natural and sharper lines with fewer artifacts.
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Figure 21. Qualitative comparisons with SOTA methods. ‘x’ denotes fine-tune on animation dataset AVC-Train [34]. Our VQD-SR is
capable to restore clear details.
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Figure 22. Qualitative comparisons with SOTA methods. ‘<’ denotes fine-tune on animation dataset AVC-Train [34]. Our VQD-SR is
capable to recover visually natural and sharper lines with fewer artifacts (row 1-2) and handle intense scenarios (e.g. background blur)
without over-sharp artifacts (row 3-4)
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Figure 23. Ablation study of HR-SR enhancement for different VSR methods.
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