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Abstract—Face detection generally requires prior boxes and an
extra non-maximum suppression(NMS) post-processing in mod-
ern deep learning methods. However, anchor design and anchor
matching strategy significantly affect the performance of face
detectors, so we have to spend a lot of time on anchor designing
for different business scenarios. The other issue is that NMS
cannot be easily parallelized and it may become a bottleneck of
detection speed. In this paper, we propose a simple yet efficient
pure convolutional neural network face detection method, named
dual-branch center face detector(DBCFace for short), which solve
face detection via a dual branch fully convolutional framework
without extra anchor design and NMS. Extensive experiments are
conducted on four popular face detection benchmarks, including
AFW, PASCAL face, FDDB, and WIDER FACE, demonstrating
that our method is comparable with state-of-the-art methods
while the speed is faster.

Index Terms—Face Detection, Anchor-Free, Feature Aggrega-
tion, Gauss

I. INTRODUCTION

FACE detection aims to locate and predict boundary of hu-
man faces, which is an essential step for some important

applications such as face recognition [1], [2], liveness detec-
tion [3] and facial age estimation [4], [5]. In the past decades,
face detection has attracted more and more research interest.
Recently, convolutional neural networks have revolutionized
many areas, such as object detection [6], [7], image retrieval
[8] and data compression [9], [10]. Naturally, convolutional
neural networks have also emerged as the master algorithm
in face detection. A series of excellent algorithms [11]–[18]
based on deep learning have been proposed to dramatically
improve the performance. Some methods [19], [20] focus on
the acceleration and practical application of face detection
methods. [21]–[23] provide new face detection benchmarks.

Unlike image classification and semantic segmentation task
which can generate the final result directly through a pure
neural network, face detection usually needs to employ some
pre-defined anchor boxes as the bridge to encode the lo-
cation information, and then use non-maximum suppression
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Fig. 1: Branch route module generates a binary mask to
determine the detection result of which branch should be
selected in every location. A value of 1 indicates that the
outputs of large branch should be selected at this position,
and value 0 indicates small branch.

(NMS) operation as a post-processing step to generate final
detection results. Anchor box is a milestone work in the
development of detection task, which leads to the trend of
vision detection algorithm based on deep learning. In training
phase, mainstream detection algorithms allocate positive and
negative samples with the overlap between anchors and ground
truth bounding boxes, and employ anchor as a reference to
encode location information. In prediction phase, anchor-based
methods still need to use anchor as a reference to reconstruct
the prediction bounding boxes. Non-maximum suppression
is another essential block independent of neural network. It
removes duplicate detection boxes and reduces false positives.
Almost all face detection methods use it to filter redundant
detection boxes in post-processing step.

However, these operations outside neural networks bring
some inconvenience and limitation. Most significantly, when
we deploy a face detection model to an application program
with neural network inference computing framework (such as
TensoRT1 or NCNN2), the most non-trivial work is always
to write the anchor generation code and the corresponding
post-processing operations code. It is not elegant to write the
corresponding code of anchor generation and post-processing
for different algorithms of face detection. Specifically, the pre-
defined anchor boxes will make network only accept input
images with fixed size. As the resolution of different image
acquisition equipment is often different, the application of
these models that only accept input images with fixed size will
be limited. The alternative is to generate anchors dynamically
according to the size of feature map in CNN inference stage,
but this online dynamic generating anchors will reduce face

1https://developer.nvidia.com/tensorrt
2https://github.com/Tencent/ncnn
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detection speed. NMS is an essential module for traditional
detection methods as it can remove redundant bounding boxes.
As the NMS cannot be easily parallelized, it becomes a
bottleneck in real time face detection. Usually, the time spent
on convolutional operations will reduce significantly by GPU
and NPU, while the time spent on NMS does not reduce.

In addition to these defects mentioned above, the anchor
mechanism in existing object detection frameworks will intro-
duce many hyper-parameters that need to be carefully tuned
in model design and training phase. Also, in order to achieve
a high recall rate, anchor-based detectors usually need to
densely place anchor boxes on the input image, e.g. there are
more 30k anchor boxes uitilized in S3FD [12] and 100k in
RetinaFace [24]. A great number of these anchors will bring
heavy computing pressure to the post-processing.

In contrast, human vision system can easily locate and rec-
ognize faces at a glance without any predefined templates and
complex post-processing operations like NMS. In other words,
we human directly locate faces and predict the boundaries
without enumerating the fixed rectangular regions and post-
processing for selecting an appropriate from lots of candidate
boxes. Similar to human visual system, some early works
[25], [26] have attempted to leverage the fully convolutional
network(FCN) framework that directly predicted bounding
boxes without anchor boxes. However, these methods do not
achieve satisfactory face detection results. Based on these
observations, we raise a question. Is anchor necessary for face
detection? Can we design a face detection algorithm that does
not depend on the operations outside neural network such as
NMS. In this work, we propose a simple and fast face detection
framework which is compared with the prior state-of-the-art
face detection performance.

To this end, we present our dual-branch center face (DBC-
Face), a completely pure convolutional neural network frame-
work for face detection. Inspired by the recent anchor free
general object detection methods [27], [28], we adopt keypoint
estimation to locate face and parallel regression to predict
face scale. Considering the large variations of faces (from
several pixels to thousands of pixels), directly predicting faces
of all scales in a fixed feature map is not stable. Instead,
we develop a dual-branch parallel architecture, in which each
branch is responsible for detecting faces in a fixed range.
In previous works [11]–[17], the multi-branch detectors rely
NMS operation to suppress the repeatedly detected bounding
boxes. Duplicate detection candidate bounding boxes of the
same object can be divided into two categories: one is that
there are duplicated predictions around the same location
within a single detector branch, and the other is adjacent
detectors respond to the same object lying in the middle scale.
In our method, we can accurately locate faces by extracting
the peak of heatmap. This is the first step to avoid duplicated
detection boxes within a single branch. Moreover, we propose
a novel and effective technology, called branch route(BR)
module to further avoid duplicated detection boxes between
different branch detectors. As show in Fig. 1, the BR module
generates a mask to predict the scale of face (small face or
big face) for each position. The repeatable detection results
are suppressed by BR module, thus it guarantees that the

right result can be selected when both branches respond to the
same face. To further enhance modeling capability for objects
different scale, we propose a dual branch feature pyramid
aggregation (FPA) module that fuse multi-level features into
two single-scale feature maps. Our face detection framework
is based on widely used feature pyramid network(FPN), since
our DBCFace does not rely on the anchors and NMS operation,
it can be implemented by a pure neural network and make full
utilize of computing power of GPU. Compared to the existing
state-of-the-art anchor-based face detection approaches [14],
[15] at several common resolutions with single scale testing
strategy, the proposed DBCFace shows speed advantage by a
large margin. When using the same multi-scale testing strategy,
our DBCFace achieves similar detection performances with
anchor-based approaches.

The contributions of this paper are summarized as follows:
• We propose a dual-branch center face detector that con-

ducts face detection in a pure convolutional neural net-
work. It simplifies the processing steps of face detection
and improves the detection speed.

• To reduce the influence of large variations of scales, we
also propose feature pyramid aggregation (FPA) module
and scale adaptive Gauss mask. Both of them can signif-
icantly improve the performance of face detection.

• We evaluate the proposed method on popular face de-
tection benchmarks, such as AFW [29], PASCAL face
[30], FDDB [22] and WIDER FACE [21]. Extensive
experimental results show comparable performance to
other state-of-the-art face detection methods and demon-
strate the capability and competitiveness of the proposed
method.

II. RELATED WORK

Face detection is a classic task in computer vision, and
has been extensively studied over the past few decades. Early
face detectors are based on sliding-window and hand-crafted
features. Similar to [20], it extracts the local binary pattern of
the image and uses Bayesian classifier to recognize face. [18]
is another traditional face detection framework that applies
CNN as the feature extractor and employs blur-aware bi-
channel CNN for further face versus non-face classification.
The modern methods are most based on convolutional neu-
ral networks. CNN based face detection approaches can be
roughly divided into two categories: anchor-based detectors
[11]–[15], [17], [24] and anchor-free detectors [25], [26].
Considering deep learning approaches have achieved state-
of-the-art results on all open datasets and far better than
traditional detection methods, here we mainly introduce the
related deep learning methods.

A. Anchor-Based Face Detector

Anchor-based detectors, which use multi-scale anchors at
each cell of image to replace different sliding windows and
predict multiple candidate regions at the same time, inherit
the concept of sliding window. Anchor was first proposed by
Faster R-CNN [6], and then SSD [7] assigned different anchors
to different level feature maps. Since then, anchor shows
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Fig. 2: An overview of the proposed DBCFace. It is designed on feature pyramid network, the features of which are divided
into two groups. FPA module is used to aggregate multiple features into a single scale feature map for each group. An anchor
free detector is used on each fused feature map to generate the candidate bounding boxes. Then, BR module is used to suppress
the repeatable detection results between two branches.

impressive performance in detection task and rapidly become a
key component of modern detectors. Similar to general object
detection [6], [7], [31], anchor is widely used in face detection,
and even considered as the standard configuration for multi-
scale face detection. In recent works [11]–[15], [17], [24],
[32], [33], researchers focus on how to effectively design and
make better use of anchor to improve the recall efficiency and
location accuracy of face detection. FaceBoxes [17] makes
anchors of different scales have same density on the input
image to improve the recall rate of tiny faces. S3FD [12]
introduces a scale compensation anchor matching strategy
to ensure that faces of every scales match enough anchors
through scale compensation. SRN [15] selectively applies two-
step classification and regression to specific detection layers
to significantly improve the performance of face detection. In
[13], [24], RetinaNet [34] is used as a base framework to detect
different scale faces and achieves satisfactory results. DEFace
[32] expands the range of P layer in feature pyramid network
to detect small faces.

B. Anchor-Free Face Detector

In contrast to anchor-based methods, anchor-free detectors
directly predict bounding boxes without pre-defined anchor
boxes. Previous works [25], [26] utilize fully convolution
neural networks to regress a 4-D vector at every pixel of
the feature map to locate the object. Recently, some works
[27], [35], [36] adopt keypoint estimation to locate the objects.
CornerNet [35] detected objects as paired keypoints, top-left
corner and the bottom-right corner keypoints. Triplts [27]
introduced the visual patterns within objects into the keypoint
detection process by using center pooling and cascade corner
pooling. ExtremeNet [36] detected four extreme points (top-
most, leftmost, bottom-most, right-most) and one center point
of objects to generate bounding boxes. These methods detect

all scale objects on a single fixed feature map. Our method
is designed for face detection. We assign faces with diverse
scales into two different scales detectors to overcome the
influence of scale variations.

C. Multi-Scale Face Detector

The multi-scale detection algorithms detect objects with
diverse sizes by using multiple detectors in parallel. In general,
detectors in the lower layers are used to detect small objects,
and the upper are more likely to find large objects. Inspired by
[7], [16], the multi-scale face detectors employ multi-branch
detectors, followed by NMS step to produce the final detection
results. However, this strategy increases the computational
complexity and causes a large amount of duplicated detection
boxes because each scale detector will try to detect objects
lying in the intermediate scales. In this paper, we proposed a
novel anchor-free multi-scale face detector, which only uses
two parallel detectors and do not rely on NMS, but achieves
the similar performance as those anchor-based methods with
multi branches.

III. PROPOSED METHOD

In this section, we first give the overall architecture of
DBCFace and then we provide specific description of each
component, including anchor free detector, feature pyramid
aggregation, dual branch prediction, scale adaptive Guass
mask and training strategy.

A. Overall Architecture

Our proposed method is inspired by keypoint-based object
detection method [37]. Considering that the scale of different
faces varies greatly, we develop a dual-branch parallel network
architecture, as show in Fig. 2. In our framework, the space
of possible output bounding-box is divided into two subspaces
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(a)

(b)

Fig. 3: (a) is the struct of additional layers for generating
pyramid features. (b) is detailed struct for generating P5 1
and P5 2

by two parallel detectors, which are responsible for large and
tiny face respectively. For each branch, the pyramid multi-
scale features will be aggregated into a single scale feature
map by FPA module, and an anchor free detector is employed
to produce candidate bounding boxes upon the fused feature
map. At last, the BR module is used to suppress repeatable
detection results between two branches.

According to our statistics, about 90% of faces are dis-
tributed in the range of 16 to 512 in WIDER FACE [21]
training set. We extracted five pyramid feature maps from C3
to C7. Specifically, these multi-scale feature maps extracted
from backbone are denoted as C3, C4, and C5 (from stride 8
to stride 32), respectively, and then we add two down-sample
3× 3 convolution layers after C5 to generate C6 and C7. We
introduce high-level semantic features to the bottom layer in
each branch (as shown in Fig. 3) respectively by following
formula:

Pi = Φ(Up(Pi+1)⊕Ψ(Ci)). (1)

where Pi and Pi+1 represent the current output feature map
and the deeper one respectively, Ψ is a 1×1 convolution layer
to reduce the channel of original feature map Ci to 256, Up

is up-sampling operation with factor of 2, ⊕ is the element-
wise addition, and Φ is a 3 × 3 convolution to reduce the
aliasing effect of up-sampling. It should be noticed that the
merge starts from P7 and P5 1 for two branches separately,
and the feature P7 and P5 1 computed by:

Pi = Φ(Ψ(Ci)). (2)

After that, we assign P3, P4 and P5 1 to tiny branch, P5 2,
P6 and P7 to big branch as show in Fig. 2. Each branch
employs FPA module to generate a single scale feature map
(H0 for small branch and H1 for big branch) with multi-level
features fusion. Next, an anchor-free detector is employed to
generate detection results in each branch. At last, we employ
BR module upon feature H (a concatenation of H0 and H1
in channel-wise) to filter these high overlap bounding boxes
between two branches at every position.

B. Anchor Free Detector

We decompose face detection into two tasks: localiza-
tion and scale prediction. Given a feature map Hdet ∈
RN×C×H×W , the anchor free detector separately predicts two
heatmaps Ĉ ∈ RN×1×H×W and Ŝ ∈ RN×4×H×W . The first
is used to predict where the face may exist, and the second
is used to predict the scale of face at every position. In our
work, H and W is 1/4 size of input images.

a) Localization: In localization task, we expect to detect
the center point coordinates of face. We formulate it as a
binary classification task (center or non-center) at pixel level.
The box center is treated as positive sample while others are
treated as the negative. However, the hard-definition brings
more difficulties for training because it is hard to decide an
exact center point. Similar to CenterNet [37], a 2D Gauss mask
G(.) centered at the location of each face is used to reduce the
penalty for negative samples near the center point. Given the
prediction center heatmap Ĉ and corresponding Gauss mask
G, the training objective with modified focal loss as follows:

L = −
1

N

∑
xyz


(
1− Ĉijc

)α
log
(
Ĉijc

)
Gijc = 1

(1−Gijc)
β
Ĉ
α
ijclog

(
1− Ĉijc

)
Gijc 6= 1

(3)

where α and β are hyper-parameters in focal loss, N stands
for the number of ground truth boxes. We use α = 2 and
β = 4 in all our experiments.

b) Scale Prediction: We formulate scale prediction as
a regression task. For each center point, we predict a 4-D
vector that is the distances from the location to four sides
of bounding box. Due to the large scale variance of faces,
we transform scale by log(.) function instead directly regress
it. If the location (x, y) is the center point of one face
and (x1, y1, x2, y2) is ground truth bounding box, the scale
regression target for the location can be formulated as:

l∗ = log(x− x1), t∗ = log(y − y1)

r∗ = log(x2− x), b∗ = log(y2− y)
(4)

where (l∗, t∗, r∗, b∗) is scale regression target for one face. We
apply D-IOU Loss [38] to optimize it.
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C. Feature Pyramid Aggregation

The feature pyramid will be divided into two groups and
assigned to two branches. Our goal is to apply feature pyramid
aggregation module to fuse those multi-level features into a
single scale feature map within each branch.

Fig. 4: The detial struct of FPA module.

Taking tiny branch as an example, we will explain FPA
module in detail. For small branch, the input of FPA is
multi-level features P3, P4 and P5 1 (the stride is 8, 16, 32
separately), and output is the feature map H0(the stride is 4).
We first rescale all inputs to the same size (the stride is 4).
Then, an element-wise addition operation is used for merging
those multi-level features with different receptive fields. After
merging, we can get a feature map which integrates multi-
level features. However, this simple fusion is rough, it cannot
smoothly aggregate the multi-scale information of different
layers into a feature map. In order to obtain better fusion
effect, inspired by SSH [11], we apply a context module after
add operation to reduce the aliasing effect of up-sampling
and increase receptive field. Our FPA module can aggregate
multiple features with multi-scale information into a single-
scale feature map, as shown in Fig. 4.

D. Dual-Branch Prediction

Like most anchor-based methods, our two branches are
responsible for different scale faces while the difference is that
we only use two branches instead of multi branches to achieve
similar performance. In our method, for each branch, upon the
fused feature map H0 or H1, an anchor free detection head
is employed. As mentioned in Section I, duplicated detection
candidate bounding boxes of the same object comes from
two aspects: the duplicated detection boxes within the same
branch and between different branches. Next, we describe the
detection within branch and merging detection boxes between
different branches.

1) Prediction Within Branch: In inference, each branch will
generate a localization heatmap where each value represents
the probability whether this position is a face center. For
each face, the response on heatmap is approximately Gaussian
distribution where the score is attenuated from the center to
the periphery. We regard the local peak of n × n grid in the
heatmap as the face position and those objects around the
local peak will be abandoned. Thus, the redundancy detection
within the same branch will be suppressed. The local peak can
be extracted by a simple max pooling operation as follows:

ĥm = max pooling
n

(hm) (5)

peak(x, y) =

{
hm(x, y), hm(x, y) = ĥm(x, y)

0, other
(6)

where n is the kernel size of max pooling and it is set to 3 in
small branch and 9 in big branch.

Each peak is regarded as the center point of a face and
the key-point value as its detection confidence.The location of
center point is an integer coordinates (xi, yi). Then, we decode
the detection result at each peak position as follows:

li = el̂i , ti = et̂i

ri = er̂i , bi = eb̂i
(7)

where l̂i, t̂i, r̂i, and b̂i are the scale information predicted by
model at the i-th peak, and (x̂i, ŷi) is integer coordinates of
i-th center point.

The predicted bounding boxes are produced by:

(xi − li, yi − ti, xi + ri, yi + bi) (8)

2) Merging Between Branches: After using two branches
to detect different sizes of faces, we get two candidate sets
from two branches. We observed that some faces lying in the
intermediate scales may be detected in two branches at the
same time, but the regressed scales are not all correct (e.g., a
huge face is detected in both branches, but the scale regressed
by small branch is not accurate enough due to poor receptive
filed). BR module is proposed to decide the output of which
branch should be selected at each position of feature map. It
is a pixel level binary classifier. During inference, BR module
produces a mask that indicates whether this location is small
face or big face. Thus, BR module can filter incorrect results,
and suppress repeatable detection results of those faces lying
intermediate scales between two branches.

E. Scale Adaptive Gauss Mask

In the previous works [27], [35], [37] based on keypoint
estimation, they first determine a radius, and then use an
unnormalized 2D Gauss kernel to produce Gauss mask G(.).
This Gauss mask ignores the shape information of objects
because the mask produced by it is circle for any aspect ratio
objects.

During training process, the circular mask will impose the
same constraint in horizontal and vertical directions, which
will increase the training difficulty. In training process, the
heatmap will naturally adapt to training sample and become a
similar ellipse. As a result, the circular mask will cause larger
loss for these objects with large aspect ratio. The excessive
optimization will make the model confused and reduce the
accuracy of center point estimation. As for the response of the
small target on the feature map is relatively weak and is more
difficult to optimize in an inappropriate direction, the defect
of circular mask is more serious in small face detection.

To conduct this problem, we modify it to the scale adaptive
Gauss mask, whose variances in the x and y directions are
related to the width and length of the object respectively. Thus,
the final Gauss mask is a ellipse which is more like to the shape
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of input face, instead of circle. The modified Gauss kernel as
follows:

G (x, y) = exp

(
− (x− xo)

2

2σ2
x

− (y − yo)
2

2σ2
y

)
(9)

where xo and yo are the coordinates of face center point
on feature map, σx = w and σy = h (w and h are the
corresponding width and height of the bounding box on the
feature map).

F. Training

a) Loss Function: The final detector contains two detec-
tion branches and BR module, as shown in the right part of
Fig. 2. Each detection branch consists of two subnetworks for
center point prediction and scale regression respectively. Thus,
the loss function is a multi-task loss, which can be represented
as:

L =
∑

i∈{t,b}

(
λc · Li

center + λs · Li
scale

)
+ λr · Lroute

(10)

where t and b represent tiny and big branches, respectively.
Lcenter, and Lscale are the loss of center estimation and
scale regression respectively, which is introduced in Part B
of Section III. These two loss functions are the same in
two branches, the superscript of which represents different
branches. Lroute is the loss of BR module, and we employ
a standard binary cross entropy in this paper. λc, λs and λr
are set to 1, 2 and 1 in experiment.

b) Scale-Aware Training Scheme: Unlike anchor-based
methods, which assign training samples to different levels with
the IOU between ground-truth and anchor boxes, we directly
assign ground truth faces to the two branches with their scales.
Instead of dividing the training samples into two parts by a
hard threshold, we define an ignore range as follows:

lb <
√
w ∗ h < ub. (11)

where w and h are the corresponding width and height of the
bounding box on the feature map. lb and ub are lower bound
and upper bound of ignore range, respectively. The ground-
truth faces are assigned to one of the three categories: scales
are less than the lower bound, scales are bigger than upper
bound, scales are between lower and upper bound, which are
corresponded as {1, 0, -1}. During training, those samples
labeled 0 and 1 are used to train BR module, and the other
is ignored. For detection task, these samples labeled 0 and -1
are used to train small branch, while those labeled 1 and -1
are used for big branch.

IV. EXPERIMENTS

In this section, we evaluate the proposed method on four
common face detection datasets, including Annotated in the
Wild(AFW) [29], PASCAL Face [30], Benchmark(FDDB)
[22] and WIDER FACE [21]. Following standard practice, all
models are trained on the WIDER FACE dataset while other
datasets are only used to evaluate the final performance of our
method. We also compare our approach with state-of-the-art

face detection methods, such as [11], [12], [14], [15], [39].
To show the effectiveness of the proposed DBCFace detector,
comprehensive ablation study and discussions are given.

A. Datasets

a) AFW dataset: It consists of 205 high-resolution im-
ages collected from Flickr. There are 473 labeled faces with
large variations in apperance and viewpoint in this dataset.

b) PASCAL face dataset: This dataset is a subset of PAS-
CAL VOC dataset. It selects the 851 images from PASCAL
VOC and manually labels the 1335 face annotations.

c) FDDB: The images of FDDB are collected from
unconstrained natural scenes. It has 2845 images with 5,171
annotated faces. These images have a wide range of difficul-
ties, such as low images resolutions, make-ups, occlusions.

d) WIDER FACE: Due to dramatic variability in scale,
pose and occlusion, WIDER FACE is the most challenging
public face detection dataset. This dataset contains 32, 203
images with 393, 703 labeled faces, and those images are split
into training (40%), validation (10%) and testing (50%) set.
For testing and validation sets, the images are divided into
three levels (Easy, Medium, Hard subset) according to the
difficulties of detection. Ablation studies are performed on the
validation set.

B. Experimental Setup

a) Data Augmentation: To make the model more robust
to input face sizes and prevent over-fitting, random crop
data augmentation strategy is adopted. More specifically, we
random crop a square patch for each training image with a
random size between [0.3,1] of the original image’s short edge.
Then we rescale this patch to 640×640. Besides random crop,
random horizontal flip and photometric color distortion [12]
are also employed.

b) Training Details: We use ResNet-50 [40] pre-trained
on ImageNet [41] as the backbone for experiments. All models
are trained by Adam optimizer with the batch size of 24. The
learning rate is set to 1.5 × 10−4 for the first 100 epochs,
and divided by 10 at 100 and 120 epochs. We use a gradual
warm-up [42] strategy that increases the learning rate from 0
to the initial learning rate (1.5 × 10−4) linearly at the first 4
epochs.

c) Testing Details: For these four datasets covered in
this article, WIDER FACE and the other three datasets will
perform different test strategies. For WIDER FACE dataset,
we follow standard strategy [14], [15] that multi-scale testing
and box voting are used to produce 750 best scoring results.
On AFW, PASCAL face and FDDB datasets, we use single
scale test strategy that we keep the aspect ratio of input image
and rescale the shortest side of input image to 400 pixels. It
should be noticed that NMS or boxes voting is not needed in
single scale testing.

d) Evaluation Metrics: Similar to most publications, we
use average precision (AP) to evaluate the performance of
our method. AP is the area of precision/recall curve(as shown
in Formula 12). Following the official guidelines of WIDER
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TABLE I: The ablation study of Dual-branch Center Face on the WIDER FACE validation set

Method Multi-Scale Testing Dual-Branch FPA Adaptive Gauss Easy Medium Hard

Baseline 89.96 89.23 84.01
Ours X 92.14 90.84 84.73
Ours X X 93.88 92.47 87.84
Ours X X X 94.53 93.40 88.56
Ours X X X 94.68 93.34 89.30
Ours X X X X 95.84 94.96 90.34

FACE [21], we calculate AP at Interception-of-Union (IOU)
threshold at 0.5.

AP =
1

11

∑
r∈{0,0.1,...,1}

P (r) (12)

where P is precision when the recall is r.

C. Ablation Study

To better understand the proposed DBCFace, we conduct
extensive ablation experiments to examine how each proposed
component affects the final performance. For a fair compari-
son, we use the same parameter settings for all experiments,
except for specified changes to the components. First, we
implemented a baseline model by removing dual-branch, FPA
module and adaptive gauss mask. Then, we evaluate the
contribution of several important elements to our detector,
including the FPA, Scale adaptive gauss mask and BR module.
The results of ablation experiments are reported in Table I. The
baseline model can reach an AP for 89.96, 89.23 and 84.01
on the easy, medium and hard subsets, respectively. Then we
gradually add dual-branch, FPA and adaptive gauss mask into
the baseline to evaluate the performance. The result shows
all three components can improve the performance of face
detection.

a) How import is the Dual-branch: As illustrated the
first two lines in Table I, Dual-branch improves the AP of
easy, medium, hard subsets by 2.18, 1.61, 0.92 compared to
baseline (single branch). This result proves that dual-branch is
more powerful than single branch. The baseline detect faces of
all scales within single branch, which doesn’t perform well in
this large scale variations task, i.e, there are faces less than 10
pixels and larger than 1000 pixels in one image. As described
in Part A of Section III, our method uses two branches to
detect large face and tiny face respectively. Hence, this design
reduces the scale variations within each branch and increases
the detection ability for multi-scale faces. It is worth noting
that the performance has a huge improvement by 2.18 and
1.61 on easy and medium task while 0.92 on hard task. As
the ratio of large-scale faces in easy and medium subset is
higher than hard subset, this significant improvement proves
that the dual-branch structure is crucial for large faces.

b) How important is the FPA module: In the proposed
method, FPA module is used to aggregate multiple features
into a single-scale feature map within each branch. As de-
scribed in Part C of Section III, element-wise addition oper-
ation is used for merging multi-level features, while context
module is used to smooth the fused feature and increases the
receptive field. We first train the model with FPA module,

and then remove context module or feature fusion operation
of FPA separately. When removing context module, we only
use the fused features after element-wise addition to detect.
If the feature fusion operation is ablated, we only use P3 and
P5 1 followed by up-sample operation and context module for
each branch separately. The results are shown in Table II. It
turns out that the AP of easy, medium and hard subset drop
significantly by 1.16, 1.62 and 1.04 by removing the context
module, while the AP drops 0.89, 0.99 and 0.74 respectively
by removing the feature fusion. Clearly, our FPA module plays
a useful role.

TABLE II: FPA analysis. We investigate the effectiveness of
feature fusion and context module, two components of FPA
module.

Method Easy Medium Hard

w/o context 94.68 93.34 89.30
w/o fusion 94.93 93.97 89.60

w/ all 95.84 94.96 90.34

c) How import is the Scale adaptive Gauss mask: As
stated in Part B of Section III, we use Gauss mask to reduce
the contribution of negative samples around the center point.
In order to understand the influence of the form of Gauss
mask, we train two models with Scale adaptive Gauss and
original Gauss proposed in [35], [37]. By comparing with
the fourth and last line in Table I, one can see that Scale
adaptive Gauss mask effectively improves the performance,
i.e., 1.31, 1.56, 1.78 on easy, medium and hard, respectively.
This dramatic improvement shows that the mask adapted to
the target shape will make the model easier to optimize and
increase the accuracy of object center point estimation.

d) NMS vs BR Module: To verify the iou-based NMS
is not needed for our DBCFace, we use NMS to replace
BR module and peak extraction. The results are reported
in Table III. It should be noticed that the performance is
evaluated at single scale original images. As we expected, the
performance of BR module only drops 0.22, 0.17 and 0.06 on
the easy, medium and hard set of WIDER FACE than NMS.
The impact is very minor, so we can replace NMS with BR
module. As shown in Table IV, NMS spends more time with
the number of candidate bounding boxes increasing. However,
BR module nearly takes no time.

D. Evaluation On Benchmark

In this section, we compare our DBCFace with other
different methods on all the common face detection bench-
marks,including WIDER FACE, AFW, PASCAL Face, FDDB.
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Fig. 5: Examples on the WIDER FACE dataset. Our method works very well in complex scene where objects are small and
highly occluded.

TABLE III: The performance of NMS and BR module on
WIDER FACE.

Method Easy Medium Hard

NMS 92.36 91.01 84.79
BR module fusion 92.14 90.84 84.73

TABLE IV: Time cost of NMS with respect to the number of
bounding boxes.

number 500 5000 10000 20000 50000 100000

time(ms) 2.4 12.6 22.3 40.1 88.6 197.2

The comparison with the state-of-the-art methods is mainly on
the WIDER FACE, and the other three datasets are only used

to verify final performance and generalization of the model.
The model is only trained on the WIDER FACE training
dataset and evaluates on all four datasets.

a) WIDER FACE: We compare the proposed DBCFace
with the state-of-the-art face detection methods [11], [12],
[14], [15], [39], [43] and the state-of-the-art object detection
methods [37], [44]–[46] on WIDER FACE val subsets. For a
more comprehensive comparison, we evaluate the performance
of several typical state-of-the-art anchor free methods [37],
[44]–[46] on face detection datasets. The results are shown in
Table V. Comparing with already published papers, DBCFace
achieves competitive performance.

The scores of our method are very competitive compared
to all the published methods in the literature. For example,
the AP of SSH are 93.1, 92.1 and 84.5 for three level tasks,
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TABLE V: Performance results on the validation set of
WIDER FACE. ? means that this method is originally designed
for general object detection, and we reimplement it for face
detection.

Method Anchor-based Easy Medium Hard

SSH [11] X 93.1 92.1 84.5
S3FD [12] X 93.7 92.5 85.9
EMO [39] X 94.9 93.1 86.9
PyramidBox [14] X 96.1 95.0 88.9
SFDNet [47] X 95.4 94.5 88.8
SRN [15] X 96.4 95.2 90.1
AFN [43] 87.4 85.1 69.6
FoveaBox? [46] 95.59 93.50 67.83
FSAF? [44] 94.51 92.35 68.97
FCOS? [45] 95.01 90.61 55.02
CenterNet? [37] 92.09 91.31 87.01
Ours 95.84 94.96 90.34

respectively. Our proposed method outperforms it with a large
margin of 3.3, 3.1 and 5.6 in easy, medium and hard subset,
respectively. Compared to recent anchor free methods, [37] is
the most competitive one to us in terms of accuracy and speed
because it also does not need anchor and NMS operation.
However, [37] directly predicts all scales of objects on one
fixed feature map, so it is not suitable for the task with large
scale variation. Although [44]–[46] work well in easy and
medium tasks, the detection results for small face are not ideal
due to imbalance of training samples. In the general anchor
free detection methods [44]–[46], they regard the area mapped
by the object annotation box on the feature map as positive
samples. In the training process, big face will be mapped to
several positive samples, while those small faces less than 10
pixels in the hard subset will only be regarded as one positive
sample. This imbalance between big and small objects makes
these methods tend to detect large targets. In our method, any
object is only regarded as one positive sample in the training
process, so it will not cause the network prefer to detect big
object. As for classical anchor-based methods [11], [12], [14],
[15], [39], our DBCFace surpasses most of them in all level
tasks, such as SSH,S3FD and SFDNet. Especially, it produces
the best AP(90.34) in the hard set which contains a large
number of tiny faces, surpassing all published approaches.
This result shows that our method is superior to all other
methods mentioned in above in small face detection task.As
SRN adopts two-step regression strategy , the performance of
our method is slightly lower than SRN on easy and medium
tasks (as shown in Table V). However, our method has two
obvious advantages over SRN. First, SRN needs anchor and
NMS post-processing while our method does not rely on these
operations. It can be implemented by a pure neural network
and simplifies the processing steps of face detection to improve
the detection speed. Second, our method is better than SRN in
hard subset, which means our method has better performance
in small face detection. Therefore, our DBCFace can accept
input images with smaller size to reduce the computation
compared with large input images. In a word, our DBCFace
shows a feasible solution that it also can achieve excellent
performance without the complicated anchor design and NMS
operation.

Fig. 5 shows several qualitative results of detected faces

in the WIDER FACE dataset by the proposed DBCFace.
For challenging faces such as rotated, occluded and blur,
our DBCFace achieve a satisfactory performance. It is worth
noting that those very tiny faces (e.g. the first image in row
2, the second image in row 3 and the second image in row 4
in Fig. 5 ) can still be successfully detected. These results
indicate that DBCFace is robust to varying scales, heavy
occlusions, and severe blur degradations that are prevalent in
unconstrained real-life scenarios.

b) FDDB: We evaluate the proposed DBCFace detector
on the FDDB dataset and compare it with several state-of-the-
art methods. The discrete ROC curves are shown in Fig. 6
with the results of other methods download from FDDB
official site. Our method outperforms most of the state-of-art
methods, which indicates our DBCFace can robustly detect
unconstrained faces. Fig. 7 shows some qualitative results on
the FDDB.

c) AFW and PASCAL face: In these two datasets, we
compare the proposed DBCFace with some well-known works
[28], [29], [48]–[50] and three commercial face detectors
(Face.com, Face++ and Picasa). Considering that these two
datasets are a little old and we only use them to verify
the generalization of the model, we do not add more recent
algorithms to compare. The precision-recall curves on AFW is
shown in Fig. 8 and on PASCAL face is shown in Fig. 9. We
reported the best average precision (AP) 99.87 on AFW dataset
and 99.23 on PASCAL face. It turns out that our method
outperforms others by a large margin and the AP on these
two datasets tends to be saturated. The model trained on the
WIDER FACE dataset still performs well on the AFW dataset
and PASCAL face dataset, which shows that our method has
good generalization.

E. The Influence of Input Size

The input size can affect performance, especially for small
faces. In practical application scene, users may pay more
attention to the performance of single scale testing instead
of multi-scale. Therefore, we evaluate the proposed DBCFace
on the hard set of WIDER FACE validation set with different
size. Similar with FAN [13], we keep the original aspect ratio
and rescale the shortest side of input images to specific size.
The results are show in Table VI. It is noticing that our method
has more advantages in tiny face detection. When the min size
is reduced to 600 pixels, it still reaches the AP of 82.23.

F. Inference Time

We analyse the running speed of our method on a single
NVIDIA GTX 1080Ti. The running speed is measured by the
real detection time (including forward time and post-process
time). We use batchsize 1 and a few common resolutions
for testing. We regard average time on the WIDER FACE
validation set as the real detection time. For comparison, we
also test the two famous state-of-the-art anchor based methods
PyramidBox [14] and SRN [15] under the same conditions.
The final results are presented in Table VII.

As can be seen, our method obtains the highest speed at
all three resolutions. For a VGA-resolution image (640×480)
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Fig. 6: The ROC curve on FDDB dataset by using the “discrete score” evaluation criterias.

(a) Blur faces

(b) Painting faces

(c) Occluded faces

Fig. 7: Qualitative results on the FDDB dataset. We display some examples for three special situation.
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TABLE VI: The effect of input size on the average precision(AP) in WIDER FACE validation hard set

Min size 400 600 800 1000 1200 1400 Multi-scale

AP 68.23 82.23 86.25 87.48 87.9 87.86 90.34
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TSM (AP 87.99)
Face.com (AP 87.05)
Picasa (AP 85.80)
Face++ (AP 79.43)

Fig. 8: Precision-recall curves on the AFW dataset.

TABLE VII: Detection time with respect to different input
sizes

Method 640× 480 1280× 720 1920× 1080

SRN [15] 88.45ms 158.11ms 309.95ms
PyramidBox [14] 61.72ms 166.21ms 410.22ms
Ours 29.11ms 63.73ms 141.46ms

with batchsize 1, our method can run at 34.35 fps and satisfies
high speed detection requirement. SRN and PyramidBox can
achieve better accuracy, but they spent time over twice as ours.
Especially, PyramidBox is much slower due to additional com-
plex modules, although based on VGG16. Comparing with the
anchor-based methods, our method performs on a single fully
convolution network without complicated steps such as anchor
generation and NMS. In our method, the post-processing step
only includes the extraction of the local maximum in heatmap
and the results selection between dual branches by BR module.
About 95% of the detection time is spent on the inference stage
of the network and the post-processing stage only takes about
2ms. Therefore, our approach is not limited by additional steps
and will greatly improve the detection speed with a lighter
network, especially for edge devices.

G. The Influence of Backbone

Faced with different application scenarios, we often need to
trade-off between speed and performance. To better understand
and easier use our DBCFace, we further conduct experiments
to examine how different backbones affect the detection per-
formance and running speed. Specifically, we use the same
setting except for the feature extraction network. Following
the setting in ResNet50-DBCFace, we implement MobileNet
V1x0.25, MobileNet V1, MobileNet V2 and ResNet-18 in our
DBCFace. The results are reported in Table VIII. It can be seen
that our method can still achieve a high performance (92.6,
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Face++ (AP 71.95)
Sky Biometry (AP 68.57)
OpenCV (AP 61.09)
W.S. Boosting (AP 59.72)

Fig. 9: Precision-recall curves on the PASCAL face dataset.

90.31 and 80.08 in three levels, respectively) even if we use
Mobilenet v1x0.25, a lightweight network with 40M FLOPS.

TABLE VIII: Effectiveness of different backbones

Backbone easy medium hard

MobileNet V1x0.25 92.6 90.31 80.05
MobileNet V1 93.25 91.46 83.6
MobileNet V2 93.77 92.63 87.82
ResNet-18 93.68 92.32 87.57
ResNet-50 95.84 94.96 90.34

H. The Performance on Different Level Feature Maps

Different feature maps have different representation abilities
and different effective receptive field. We take MobileNet
V1 x 0.25 (a lightweight network) as backbone to explore
the performance of different feature maps in different layers.
We attend anchor free detector on different feature maps,
respectively. The results are shown in Table IX. There are
many small faces in hard subset, so the performance on hard
subset is higher and the detection ability for small object is
better. It can be seen the shallower feature map is suitable for
detecting small objects, while the deeper feature map is better
for big objects. As the downsampling rate of C6 is too big
(64), only some large objects can be detected.

TABLE IX: The performance on different feature maps

Feature map Easy Medium Hard

C3 69.13 74.04 71.56
C4 87.49 86.92 68.73
C5 90.52 85.57 41.44
C6 67.18 43.91 11.64
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V. CONCLUSION

As graphics processing unit or neural-network processing
units become increasingly powerful, those operations outside
neural networks such as anchor generation and NMS may
become the bottleneck of face detection speed. In this work,
we propose an elegant and effective approach, referred as dual-
branch center face detector, which can be implemented on a
pure convolution neural network. By taking our FPA module
and adaptive Gauss mask, DBCFace achieves comparable per-
formance to state-of-the-art anchor-based methods on AFW,
PASCAL face, FDDB and WIDER FACE datasets and the
speed is even faster. Experiments show that those complex
components such as anchor and NMS are unnecessary for
face detection, and this pure convolutional neural method will
obtain higher speedup ratio from the increase of computing
units. We hope that the proposed DBCFace framework can
be used as a starting point and baseline for pure convolution
neural network face detection method.
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preprint arXiv:1904.0785, 2019.

[38] Z. Zheng, P. Wang, W. Liu, J. Li, R. Ye, and D. Ren, “Distance-iou loss:
Faster and better learning for bounding box regression,” in Proceedings
of the AAAI Conference on Artificial Intelligence, vol. 34, no. 07, 2020,
pp. 12 993–13 000.

[39] C. Zhu, R. Tao, K. Luu, and M. Savvides, “Seeing small faces from
robust anchor’s perspective,” in Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, 2018, pp. 5127–5136.

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on July 17,2021 at 06:16:36 UTC from IEEE Xplore.  Restrictions apply. 



1051-8215 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCSVT.2021.3082635, IEEE
Transactions on Circuits and Systems for Video Technology

13

[40] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proceedings of the IEEE conference on computer vision
and pattern recognition, 2016, pp. 770–778.

[41] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “Imagenet:
A large-scale hierarchical image database,” in 2009 IEEE conference on
computer vision and pattern recognition. Ieee, 2009, pp. 248–255.

[42] P. Goyal, P. Dollár, R. Girshick, P. Noordhuis, L. Wesolowski, A. Kyrola,
A. Tulloch, Y. Jia, and K. He, “Accurate, large minibatch sgd: Training
imagenet in 1 hour,” arXiv preprint arXiv:1706.02677, 2017.

[43] C. Wang, Z. Luo, L. Sheng, and S. Li, “Anchor free network for multi-
scale face detection,” in 2018 24th International Conference on Pattern
Recognition (ICPR), 2018.

[44] C. Zhu, Y. He, and M. Savvides, “Feature selective anchor-free module
for single-shot object detection,” in 2019 IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), 2019.

[45] Z. Tian, C. Shen, H. Chen, and T. He, “Fcos: Fully convolutional one-
stage object detection,” in 2019 IEEE/CVF International Conference on
Computer Vision (ICCV), 2020.

[46] T. Kong, F. Sun, H. Liu, Y. Jiang, L. Li, and J. Shi, “Foveabox: Beyound
anchor-based object detection,” IEEE Transactions on Image Processing,
vol. 29, pp. 7389–7398, 2020.

[47] S. Zhang, L. Wen, H. Shi, Z. Lei, S. Lyu, and S. Z. Li, “Single-shot
scale-aware network for real-time face detection,” International Journal
of Computer Vision, vol. 127, no. 6-7, pp. 537–559, 2019.

[48] M. Mathias, R. Benenson, M. Pedersoli, and L. Van Gool, “Face detec-
tion without bells and whistles,” in European conference on computer
vision. Springer, 2014, pp. 720–735.

[49] J. Yan, X. Zhang, Z. Lei, and S. Z. Li, “Face detection by structural
models,” Image and Vision Computing, vol. 32, no. 10, pp. 790–799,
2014.

[50] X. Shen, Z. Lin, J. Brandt, and Y. Wu, “Detecting and aligning faces by
image retrieval,” in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, 2013, pp. 3460–3467.

Xin Li received the B.S. degree in information
engineering from the Xi’an Jiaotong University of
Technology in 2018. He is currently pursuing the
M.S. degree in information and communication engi-
neering with Xi’an Jiaotong University. His research
interests include object detection, face detection and
image processing.

Shenqi Lai received the B.S. and M.S. degree from
Xi’an Jiaotong University, Xi’an, China, in 2014 and
2018. His research interests are multimedia retrieval,
neural network acceleration and computational aes-
thetics.

Xueming Qian received the B.S. and M.S. degrees
from the Xi’an University of Technology, Xi’an,
China, in 1999 and 2004, respectively, and the Ph.D.
degree in electronics and information engineering
from Xi’an Jiaotong University, Xi’an, China, in
2008. He was a Visiting Scholar with Microsoft
Research Asia, Beijing, China, from 2010 to 2011.
He was previously an Assistant Professor at Xi’an
Jiaotong University, where he was an Associate
Professor from 2011 to 2014, and is currently a Full
Professor. He is also the Director of the the Smiles

Laboratory, Xi’an Jiaotong University. His research interests include social
media big data mining and search.

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on July 17,2021 at 06:16:36 UTC from IEEE Xplore.  Restrictions apply. 


